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Abstract

Increasing car usage and travel demands between residential locations and destinations in order to fulfill the various needs of residents is a primary cause of CO₂ emissions. To win the battle against climate change, a better understanding of the question relating to which urban residential form may most effectively mitigate the CO₂ emissions is the key pathway.

This dissertation is concerned with the above problem and it mainly considers three objectives in providing insights on answering the question. The first objective is to comprehensively and microscopically understand intra-urban car travel behavior. The second objective is to estimate the induced CO₂ emissions from daily intra-urban car travel and to ex-ante evaluate residential plans. The third objective is to assess whether the governmental sustainable residential development objective is aligned with the objectives of the estate market actors. To explore the research questions related to the objectives, a microdata analysis process (data collection, data assessment and transformation, data storage, data analysis and decision-making) is applied and is found essential in gaining access to key variables in exploring the answer of a preferable urban form. The dissertation offers many new solutions to various technical aspects through a microdata analysis process.

The primary contribution of this dissertation is that it outlines an operational model that comprehensively integrates the investors’ investment strategy, the residents’ choice behavior, and the governmental sustainability objective in the interest of making an ex-ante assessment of residential plans. This ex-ante assessment provides decision-support in sustainable residential development at foremost local level.

The first finding from the implementation of the model on the case study is that the market actors’ objectives are, in general, aligned with the government’s sustainable residential development objective. The second finding indicates that re-shaping the urban form into a compact city is preferable in mitigating CO₂ emissions, in spite of the fact that the case city is of a polycentric urban form. These findings provide support for those advocating the compact city as the ideal for sustainable residential development, and also provide foresight on settling the answer to the preferred re-shaping of urban forms in climate change.
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1 Introduction

1.1 Climate change mitigation and the importance of residential development

Sustainable development is the pathway to winning the battle against climate change. Sustainable residential development is at the forefront of this battle because housing and transportation mobility are the two main sources for the generation of greenhouse gas (GHG), especially carbon dioxide (CO$_2$) emissions (Dhakal, 2009). Particularly, sustainable residential development in urban areas is crucial, as the world’s cities make up 2% of the world’s total land mass but generate 70% of GHG emissions (Habitat, 2011). The International Energy Agency (2009) projected that transport induced CO$_2$ emissions globally will grow by nearly 50% to 2030, and by more than 80% by 2050. The primary cause of this projected growth is an increasing travel demand and car usage, particularly so for intra-urban car travelling between residential locations and destinations with facilities that may fulfill various needs of the residents.

Urban form, travel behavior, and vehicle technology are three factors that affect CO$_2$ emissions induced by car travels (Wright and Fulton, 2005; Hankey and Marshall, 2010). Advances in vehicle and fuel technology, such as electric vehicles and improved fuel efficiency, may mitigate CO$_2$ emissions, but these mitigations would be offset by the increase in car usage and traffic congestions (Chapman, 2007). There is interdependency between urban form and travel behavior, and thus travel-induced CO$_2$ emissions (Grazi and Van den Bergh, 2008; Brownstone and Golob, 2009). Therefore, the potential for re-shaping urban form in the interest of mitigating CO$_2$ emissions has attracted the attention of both researchers and practitioners.

The re-shaping of urban forms may be categorized as follows: compact city, urban sprawl, and urban polycenter, and it is still debated which of these forms is preferable for mitigating CO$_2$ emissions due to intra-urban car travel (Grazi et al., 2008; Qin and Han, 2013). In the compact city paradigm, car travelling is assumed to be reduced by the proximity of residents and facilities, and the external costs of car travelling, such as CO$_2$ emissions, are therefore assumed to be modest. In the urban polycenter and urban sprawl paradigms, the monocenter proposition is regarded as unrealistic in the light of today’s prevailing urban forms, and it is believed that a compact form would generate substantial congestions. Furthermore, it is purported that residents’ heterogeneous and dynamic preferences in choosing residential location and means of transportation must be considered (Mokhtarian and Cao, 2008; Chatman, 2009).
Arguably, the assessment of the sustainability of urban forms requires comprehensive consideration of economic, social and environmental factors, and due to this complication, no consensus exists on which is the preferable urban form (Handy, 2005). Although supply and demand on the (real) estate market, and thus some economic and social factors, are considered, the environmental factor is in focus in this dissertation, as it is evident that a valid assessment with regard to all factors simultaneously provides an insurmountable challenge.

The usefulness of determining the relationship between car travel and its induced costs in an urban form under re-shaping is that it can provide guidelines for urban sustainable development. There are three strategies commonly considered for mitigating (or internalizing) the external cost of CO$_2$ emissions generated by intra-urban car travel:

1) Pricing instruments, such as carbon tax or variable user charge (Hensher, 2008).

2) Land use and transportation use regulations (Glaeser and Kahn, 2010).

3) Passive strategy by foresighting land-use change and its impacts (Verburg et al., 2006).

The first two strategies are difficult to implement as the choice of price instrument and regulations may lead to adverse effects while being off the target, and there are also administrative costs of implementation. The third strategy contributes to more informed policy decisions, as the success of tomorrow’s situation depends on decisions made today (Verburg et al., 2006). This is less costly and more flexible, which is important, as the urban form is hard to reshape once it has been developed, and it has lock-in effects on human activities and long-term environmental outcomes (Lefèvre, 2009). In this dissertation, the focus is on the third strategy.

1.2 The need for ex-ante impact assessment methods for sustainable residential development

In most urban planning studies, it is commonly assumed that the residential locations are already fixed, while the consequences of locating various types of facilities have been studied (Dieleman et al., 2002; Krizek, 2003; Norman et al., 2006; Perkins et al., 2009; Lindsey et al., 2011; Carling et al., 2013; Hong and Goodchild 2014). These studies focus on current urban form and its influence on car induced CO$_2$ emissions. Some of the studies are ex-post evaluations providing information on car travel and CO$_2$ emissions, but considering the huge lock-in effect it is hard to benefit from this information afterwards. Bourguignon and Ferreira (2003) pointed out that while the ex-post analysis examines the current situation after urban plans have been implemented, it is important to evaluate the potential impact of counterfactual urban plans. It would be helpful for urban planners to have
some estimates of how much each alternative plan would cost, and which aspect would be affected, and by how much, under each of the alternatives.

The European Union Sustainable Development Strategy explicitly reinforced the importance of using a high-quality, ex-ante impact assessment as a tool for improving policy making (Council of the European Union 2006). The strategy states that all major policy decisions should be based on proposals that have undergone an impact assessment, whereby equal consideration should be given to the social, environmental, and economic dimensions of sustainable development. Helming et al. (2011) argued, however, that this requirement for the consideration of all relevant aspects hinders the ex-ante impact assessment due to the complexity, lack of sensitivity to the policy context, and the insufficient integration of the indicator assessment into a sustainability valuation approach. Therefore, to make the ex-ante impact assessment practical it is necessary to have a focus on some aspects. For example, a focus on an ex-ante evaluation of car travel and urban residential planning to enable the quantification of the external cost of CO₂ emissions, which would provide a sub-vision on the residential development and sustainable development achieved more efficiently, and at less cost.

Land-use transport interaction (LUTI) models are attractive for ex-ante evaluation as they may predict the impact of new infrastructure on the transport system (Acheampong and Silva, 2015). However, Johansen et al. (2015) argued that a LUTI model, on the one hand, would be expensive and labor-intensive to develop, and, on the other hand, either too complex to understand, or too simplistic to capture all the urban processes. In line with Helming’s et al. (2011) proposition, Kii et al. (2016) pointed out that more flexible and simplified modeling on a local scale that would extract the essence of urban activities is needed to meet the goal of mitigating emissions in urban planning. At this point, it is necessary to recall what Godschalk (2004) has pointed out: “Land use planning faces both an opportunity and a threat. On the one hand, it is widely counted on and expected to deliver both sustainable development and livable communities. On the other hand, it must cope with serious conflicts in the values related to these two beguiling visions.”

There are three key actors in residential development, namely, the estate investor and the resident on the micro-level of the market, and (local) government on the macro-level, each with their own objective. In LUTI models, factors at micro-level are mainly in focus, while the macro-level is not considered. As a remedy for this shortcoming, Parker et al. (2003) suggested that MAS (Multi-agent system) models of land-use are well suited for representing complex spatial interactions under heterogeneous and dynamic conditions, recalling that residents and investors often overlook the macroscopic policy constraints exerted by the government in the land-use decision-making process (Bone et al., 2011). However, most studies in the spirit of MAS regard government at the macro-
level, with exclusive power to set the general land-use development, and therefore these studies do not, explicitly, consider the microscopic choice behavior of residents and investors and its influence on the governmental policy (Huang et al., 2014; Zhang et al., 2015).

In the spirit of LUTI and MAS models, this dissertation outlines a model that considers the investors’ investment strategy and the residents’ choice behavior integrated with the governmental sustainability objectives to be used for ex-ante impact assessment in sustainable, residential development. In addition to outlining the model, its practical implementation is given and demonstrated in a case city.

2 Research aim and objectives

The aim of this dissertation is twofold. The first aim relates to the debate on the preferred urban form (see Section 1.1) for environmental sustainability. The second aim is to enhance the ex-ante impact assessment methodology for sustainable residential development. The dissertation provides insights into the spatial variability of the CO₂ emissions at micro level. It adds new knowledge to existing transport emission and urban planning research. It contributes to the innovations of ex-ante evaluation of urban form, and it generates empirical evidence to help the macro-level policy gain foresight to achieve sustainable residential development. There are three specific objectives to be considered in this dissertation:

Objective One – To comprehensively and microscopically understand intra-urban car travel behavior. The main research questions to be explored for this first objective are: How can car movements be measured?, and How do residents move by car in a city? To address this first objective, the tasks are: 1) Investigate the reliability of the tools applied in collecting data of car movement. 2) Investigate the complexity of the road network and identify the destinations (i.e. hotspots) of the car travels. 3) Clean and process the data to extract the pattern that depicts residents’ car movements.

Objective Two – To estimate the induced CO₂ emissions from daily intra-urban car travel and to ex-ante evaluate residential plans. The research questions to be explored for the second objective are: How can the processed data of car movements from some residents be applied to estimate a network of induced CO₂ emissions for the city?, What could be the change, compared to the current situation in CO₂ emissions in the city, if the residential plans were adopted?, and Which subset of residential plans would reduce the CO₂ emissions the most if adopted? To address this objective the tasks are: 1) Make use of the processed data to identify the hotspots and derive the network of induced CO₂ emissions (NoIEs). 2) Using the NoIEs, compare the CO₂ emissions in the current
situation with those of the residential plans, and estimate the expected change in CO\textsubscript{2} emissions due to the adoption of some, or all, of the residential plans.

**Objective Three** – To assess whether the governmental sustainable residential development objective is aligned with the objectives of the estate market actors. The research questions to be explored for this final objective are as follows: *How to formulize the objectives of the government, the resident and the investor, and How to integrate their objectives into a comprehensive model.* To address this final objective the task is to: 1) Formulize each actor’s unique objective in terms of utility, and integrate their objectives into a comprehensive model, 2) Work out an approach for operationalizing the comprehensive model for use at local decision levels, and 3) Implement the model at a local level to make an impact assessment of competing residential development plans.

### 3 The microdata analysis process that governed the development of this dissertation

To address the aims and the objectives, access to some key variables is required: (1) the intra-urban car movements, (2) the road network, (3) the induced CO\textsubscript{2} emissions, (4) (planned) residential locations and hotspots, and (5) utility estimates of government, resident and estate investor. The process from accessing microscopic data to decision-making contains the following components, data collection, data assessment and transformations, data storage, analysis and decision making, which make up the microdata analysis process. Figure 1 depicts this process which has governed the development of the five papers included in the dissertation, where each paper emphasizes one or two components. Below, I clarify which component(s) has been emphasized in each of the papers.

Paper 1 assesses the reliability of GPS tracking data of car travel by conducting a field experiment with substantial data collection. The conclusions from this first paper serve as a foundation for the data transformation process to derive some key variables of intra-urban car mobility. Paper 2 makes use of a disorganized digital representation of the (gigantic) Swedish road network and this digital representation is transformed into a road network that may be used to address the aims of this dissertation. The work and the findings of this paper provide a guideline for finding the optimal location of hotspots that also serve as another foundation for the identification of hotspots. In Paper 3, an approach for processing GPS tracking data is outlined and applied. The focus of the paper is on data assessment and transformation, and the outcome of this paper is that key variables of intra-urban car movements are obtained. However, this paper also applies visualization techniques which relate to analysis and reporting. In combination, the first three papers achieve the
first objective of this dissertation and provide a platform for the remaining two papers that emphasize decision-making in residential development.

![Figure 1: The microdata analysis process](image)

For decision-making in developing residential locations in Borlänge, Paper 4 outlines and implements an ex-ante evaluation of existing residential plans on driver mobility and induced CO₂ emissions. Furthermore, the third and the fourth key variables are derived in this paper, which lays the ground for the local government’s management of residential development. This paper realizes the second objective. The virtue of the fourth paper is, however, that it presumes the government to be insensitive to market forces, and may therefore misguide decision-makers by overlooking the possibly conflicting interests of other market actors.

Paper 5 therefore provides an integration of the macro-actor (government) and the micro-actors (residents and investors in the estate market), and provides estimates of each actor’s utility (the fifth key variable). The work of the first four papers enables the implementation of the methodology, making the fifth paper a contribution to the decision and management by foresighting sustainable, livable and profitable residential development. This paper fulfills the third objective. The section below discusses the individual papers and how they relate to the components of the microdata analysis process in more detail.
4 Summary of the papers

Paper I: An Evaluation of the Reliability of GPS-Based Transportation Data

Global Positioning System (GPS) tracking technologies have been extensively applied to transportation studies. Based on a review of GPS-based travel studies going back to the late 1990s, Shen and Stopher (2014) stated that compared to self-reported travel diaries, GPS tracking data is more reliable and cheaper than self-reported diaries, though it still has uncertainty issues leading to the general question that Leduc (2008) asks: “How good is the quality of the traffic data?”

Nowadays, the internal system of a portable, inexpensive GPS tracking receiver is designed in a complex way to solve uncertainty issues and to increase accuracy. The U.S. National Coordination Office stated in the performance standard that “well-designed GPS receivers have been achieving horizontal accuracy of 3 meters or better and vertical accuracy of 5 meters or better 95% of the time”. However, it is difficult to choose a so-called “well-designed” GPS receiver given that all manufactures advertise their products as being the best. It is therefore questionable whether a GPS receiver for normal civil use can meet the standards of the U.S. National Coordination Office. The reliability of GPS data needs to be examined before further processing for new areas of applications.

This paper intends to complement the existing literature by contributing to a specific issue that has been little studied, namely, examining the reliability of GPS data collected in a real road network setting. This is done, especially in the validation phase, after data has been transferred into the computer, but before information extraction, such as trip identification, mode detection, or purpose imputation. The questions that are in focus are: What is the dynamic data reliability with varying transportation modes, road network, environmental conditions and collection settings?, How well do the concurrent GPS receivers perform in tracking vehicle mobility?, and To what extent can the accuracy provided by the manufactures be trusted?

This paper outlines a method of assessing the reliability of GPS tracking data by examining how well the data matches the travel information of position and speed. In particular, we applied the method in a real field experiment. In the experiment, we vary the transportation mode, speed, elevation, sampling frequency, filtering level, as well as the receivers. A bicycle, a car, and a bus travelling on pre-set routes with pre-set speeds are tracked by the GPS receiver, GlobalSat BT-338X, with different collection settings. Two other receivers, namely, Magellan SporTrak Pro, and smart phones (Samsung Galaxy S5 Mini), are used to track the bicycle under the same settings for comparison of performances, as well as avoiding results being receiver-specific.
Summary of papers

The results from the implementation of the method demonstrate that the GPS tracking data identified the actual positions of the vehicles fairly successfully. The tracked instantaneous speeds are quite accurate, with a tendency towards underestimation. Elevation measurement is highly inaccurate, and we therefore suggest disregarding this parameter in practical use until further investigations. The experimental method can be reproduced, reorganized and reformed into different combinations according to the applications.

Paper II: How does the complexity of a road network affect optimal facility locations?

The road network is a necessary component, not only for facilitating spatial movements of people and goods but also influencing the optimal location of facilities that usually serve as the destinations of the movements. A facility optimally located on the road network is a desired goal in many decision-making processes (Carling et al., 2012, 2015). Peeters and Thomas (1995) claimed that the more complex the road network is, the higher probability of identifying a better solution to the optimal location. Following which, many studies have focused on simplifying the problem through aggregating the candidate nodes or improving the algorithms. However, the road network is often organized hierarchically and asymmetrically with various road levels and spatial structures in order to fulfill transportation needs and to adapt to facility development. The influence of the complexity of road network in finding optimal locations is not well-studied.

This paper aims to investigate how the changes in road network complexity influence the optimal facility locations by applying the widely used $p$-median model. In addition, to provide further insight into computation complexity and location problems from intra-urban to inter-urban, a detailed sensitivity analysis of four algorithms and various facility numbers is conducted.

The four algorithms are: greedy search (Kuehn and Hamburger, 1963); CPLEX; simulated annealing (Al-Khedhairi, 2008); and imp-Genetic algorithm (Rebreyend et al., 2015). The facility numbers vary from 5 to 50 (with a common difference of 5) to simulate intra-urban and inter-urban location distributions in the case of Dalarna province, Sweden. The size of Dalarna, as well as its structure, is similar to the regions of Vermont and New Hampshire in the US.

The entire road network database provided by the official National Road Database in Sweden consists of 2.6 million roads and 30 million nodes, where 0.15 million roads and 1.8 million nodes are distributed in the Dalarna region. The road network in the Dalarna region has a hierarchical structure composed of ten levels of road. The European highways are at the biggest level, representing the simplest road networks, where there is a limited number of candidate nodes for locating facilities. The local and private streets are at the smallest level and represent the most
complex road network, with a huge number of candidate nodes for locating facilities. Considering the asymmetrical distribution of the road network and the population, network distance is the distance measure in the analysis.

The main result indicates that there is a limit to how complex the road network needs to be to find the best solutions. When the complexity of the road network continues to increase after a certain level the solutions barely improve, but even deteriorate. We found that the choice of algorithms and facility number $p$ has little to no impact on the results, although due to differences in the mechanics of the algorithm, there are some variations among the algorithms. The most complex level of road network (including local streets) is not preferable, especially when the number of the facility is less than 20. The spatial distributions of the optimal locations show that optimal locations found for smaller $p$ remain as part of the optimal locations when $p$ increases.

**Paper III: On processing GPS tracking data of spatio-temporal car movements: a case study**

GPS devices can track car movements fairly reliably with regard to longitude, latitude, time, speed, and altitude at regular time intervals. This spatial and temporal information can be used for investigating the activities of people and their induced effects. It is possible to use the unprocessed GPS tracking data. However, its usage is limited to rather few aspects, namely those only requiring recorded speed, coordinates, and time.

Little study has attempted to discuss issues related to processing GPS tracking data in detail, let alone provide a procedure or detailed open-source code. The aim of this paper is to address several of the issues arising from processing GPS tracking data and thereby outline a general procedure for the data processing. The study is carried out using real-world GPS tracking data of some 300 cars, originally collected for the purpose of studying CO$_2$ emissions induced by retailing.

The processing of the GPS tracking data includes a clear definition of movement, a detailed understanding of the capability of the GPS device and the output of the GPS logger, data transformation for summarizing descriptive statistics, data transformation for digital visualization, as well as methods for matching the GPS data to the road network. The data process and transformation provide access to key variables of car movements. The technical documentation of the data processing in this paper is detailed in the interest of readily being replicable on the same, or similar, type of data.
Mobility is necessary for people to meet multiple needs, whereby intra-urban mobility between residential locations and hotspots is a primary part. Meanwhile, mobility induces negative externalities like CO$_2$ emissions. In most urban planning studies, it is commonly assumed that the residential locations are already fixed and studies mainly focus on the analysis of ex-post evaluation of the current urban form and its influence on the environment, and the empirical analyses are mainly done on metropolitan cities. However, while the ex-post analysis examines the current situation after urban plans have been implemented, it is important to evaluate the potential plans and to provide planners with some foresight on the potential influence of the plans.

This paper proposes an ex-ante evaluation method in the spirit of LUTI models, but mainly evaluates the induced CO$_2$ emissions of car mobility from counterfactual urban residential plans to the primary destinations (i.e. hotspots) on a local scale, where the difference in induced CO$_2$ emissions of car mobility between the plans is quantified. The method is illustrated by examining a specific urban residential planning case.

Essentially, ex-ante evaluation is a “what-if” analysis (Bourguignon and Ferreira, 2003). In this paper, two main questions are in focus: What could be the change, compared to the current situation in CO$_2$ emissions in the city, if the residential plans were adopted?, and Which subset of residential plans would reduce the CO$_2$ emissions the most if adopted?

To implement this ex-ante evaluation, first, the origins and destinations in the current and counterfactual situations are identified. Second, a network of induced emissions (NoIEs) is constructed by quantifying the emissions induced by moving from the origins to the destinations. The merits of having NoIEs are that the emissions between any origins to any destination could readily be computed, the two main questions above can then be answered. In constructing the NoIEs, Oguchi’s et al. (2002) model is applied since it is particularly suitable for GPS tracking data in estimating the emissions of car travel. A good estimation of speed profile is found crucial for deriving the NoIEs in an urban context. We propose using a systematic triangle function to estimate the speed profile as the benefit of this triangle approximation is that the speed profile can be estimated (fairly accurately) by only one observation of the speed along the road segment, while any kind of elaborated, nonlinear specification requires multiple observations of the speed and would still run the risk of being highly imprecise.

The empirical analysis was done for a case city (Borlänge), and considered 1,291 current residential locations, 50 counterfactual residential locations and 51 destinations in this midsize city.
The quantitative results indicate that urban residential plans can significantly influence CO\(_2\) emissions induced by the car mobility of residents. If the plans are in line with reshaping the urban form towards a compact city, the CO\(_2\) emissions can be mitigated effectively, in spite of the fact that the case city is of a polycentric urban form.

**Paper V: On assessing governmental sustainable residential planning and its alignment with residents’ and estate investors’ objectives**

This paper outlines a conceptual model for the interaction of the three key actors in residential development – government, (residential) estate investors, and residents – each actor with their unique objective. Furthermore, the paper develops a methodology to ex-ante assess if, and where, the government’s sustainability objective may be in conflict with the objectives of the other market actors. The method is applied and demonstrated in a representative Swedish case study, the mid-sized city of Borlänge, which, similar to many other Swedish cities, is currently planning for massive residential development in response to population growth due to, *inter alia*, the influx of immigrants.

In outlining the conceptual model, we define each actor’s objective (in utility terms). We regard the government as the macro-actor in residential development, but purport that the government exerts the resident’s living preferences and the estate investor’s willingness to invest in its utility function. The objectives and behavior of the estate investor and the resident are formulated on a micro-level, meaning that our approach belongs to the tradition of microscopic models frequently applied in the transportation science.

The implementation of the methodology requires access to some key variables or proxy-variables, thereof: (1) the spatial distribution of market value of residencies and the built-up cost, (2) road network and its traffic flow and the corresponding emissions (or other outputs giving rise to negative externalities), (3) availability of data on fractions of green land and water in the surrounding area, and (4) residents’ consumption. In the case study, we demonstrate how these variables can be obtained, measured, or derived. The implementation of the methodology also requires a number of parameters to be set. To ensure that the results for the case study are robust for these settings, we conduct a sensitivity analysis where the most reasonable setting (default) is replaced by an aberrant setting.

The application of the methodology in Borlänge shows that market actors’ behavior is, in general, aligned with the governmental objective of sustainable, residential development. However, on considering the present residential plans for Borlänge, it seems that the local government is aware
Concluding discussion

of the market forces and compromises between its sustainability objective and the market actors’ preference, in areas where the actors are not in alignment with local government objectives.

5 Concluding discussion

This dissertation is concerned with the question of which urban form may most effectively mitigate CO₂ emissions. This question is presently debated in the literature, and its answer has important implications for sustainable residential planning and development. Although the dissertation offers many new solutions to various technical aspects, its primary contribution is the outline of an operational model that comprehensively integrates investors’ investment strategy, residents’ choice behavior, and governmental sustainability objective in the interest of making ex-ante assessments of residential plans. This ex-ante assessment provides decision-support in sustainable residential development, foremost, at local level.

To implement the model and obtain valid assessments for the purpose of decision-making, all the microdata analysis components (data collection, data assessment and transformation, data storage and data analysis) need to be highlighted in order to generate five key variables: (1) intra-urban car movements, (2) the road network, (3) induced CO₂ emissions, (4) (planned) residential locations and hotspots, and (5) utility estimates of government, residents, and estate investors. It should be said that the microdata analysis process presents an appropriate framework for providing an answer to the question stated at the beginning of this section. Presumably, the most intriguing findings of this dissertation will probably be its conclusion regarding the concordance between the government aiming for sustainability, and the market actors, in spite of the fact that the latter act in self-interest. However, most time and work has been devoted to the assessment of data quality, data processing and transformation. Without using the microdata analysis framework, I would probably not have fully appreciated the importance and the work required on these components.

The finding from the implementation of the model in the case study is that the market actors’ objectives are, in general, aligned with the government’s sustainable residential development objective. The results further predict that the residential plans in the center area of the city, upon adoption, will generate less CO₂ emissions than they do today. More broadly, the findings indicate that re-shaping the urban form into a compact city is preferable for mitigating CO₂ emission, in spite of the fact that the case city is of a polycentric urban form.

Hence, this dissertation provides support for those who advocate the compact city as the ideal for sustainable residential development. Of course, analyses on various other cases would provide a more solid ground before settling the ongoing debate on the preferred re-shaping of urban forms.
Hence, for future research, I invite other researchers to apply the model I have developed to other cities. In addition to environmental sustainability that has been the focus of this dissertation, finding an operational way of providing valid ex-ante assessments with regard to social and economic factors would complement this dissertation and offer a comprehensive approach for foresighting sustainable development.
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Paper I
An Evaluation of the Reliability of GPS-Based Transportation Data

Xiaoyun Zhao*, Kenneth Carling, Johan Håkansson

GPS-based data are becoming a cornerstone for real-time transportation applications. Tracking data of vehicles from GPS receivers are however susceptible to measurement errors. The assessment of the reliability of data from GPS receiver is a neglected issue, especially in a real road network setting and in the phase after data transfer but before information identification. An evaluation method is outlined and carried out by conducting a randomized experiment. We assess the reliability of GPS-based transportation data on geographical position, speed, and elevation from three varied receivers GlobalSat BT-338X, Magellan SporTrak Pro and smart phone for three transportation modes: bicycle, car, and bus. The positional error ranging from 0±158 meters, and 74% to 100% with an error within 5 meters depending on the transportation mode and route, there is also a non-negligible risk for aberrant positioning. Speed is slightly underestimated or overestimated with errors around ±5km/h except for SporTrak Pro which had an error of -10 km/h. Elevation measurements are unreliable with errors bigger than ±100 meters.

Keywords: Transportation, GPS tracking, Reliability, Road network

1. Introduction

Global Positioning System (GPS) has emerged for civilian use in the 1990s as the space geodetic technique became accurate and affordable (Zumberge et al., 1995). GPS tracking technologies have extensively been applied in transportation studies, in particular for studying the routes of motorized vehicles (Zito et al., 1995; Quiroga and Bullock, 1998; Murakami and Wagner, 1999). Schönfelder and Antille (2002) presented an approach to collect GPS longitudinal travel behaviour data on humans and described the complexity of their daily life with the interaction between periodicity and variability. Stopher et al. (2007) demonstrated that GPS can be used successfully to supplement travel diary surveys. Kamboj and Dahiya (2011) found standard handheld GPS receiver may be used to measure sag in overhead conductor of power transmission lines along with error estimation technique LSPE. Lindsey et al. (2013) confirmed the feasibility of using GPS for route tracking to identify the specific locations where cyclists ride on a street. In environment control, for instance,
Carling et al. (2013) and Jia et al. (2013) studied the induced pollutant emissions of CO2 from car movements by using a GPS tracking data of car movements.

Shen and Stopher (2014) conducted a review of GPS-based travel studies going back to late 1990s, which range from application of GPS travel surveys to methods of processing GPS data. In their review they listed representative studies using dedicated GPS receivers from 14 different countries, as well as four studies regarding smartphones. They stated that data collection based on GPS surveys is more reliable, and cheaper, than self-reported diaries, though GPS data still has some issues that require data processing methods to enhance the reliability of the data.

Gathering information of spatial-temporal mobility by GPS is subject to critical reflections. Leduc (2008) examined recent developments in road transportation data collection and discussed the potentials in providing real-time information for routing and estimating traffic flow and volume. The author also pointed out the bottlenecks of the uncertainty in the GPS technologies still leads to the question: “How good the quality of the traffic data is?” Moreover, Van der Spek et al. (2009) concluded that GPS offers a widely useable instrument to collect invaluable spatial-temporal data on different scales and in different settings adding new layers of knowledge to urban studies, but the use of GPS-technology and deployment of GPS-receivers still offers significant challenges for future research. Besides, the enormous use of GPS tracking technologies hinges critically on the functioning of the receiver.

Nowadays, the internal system of a portable, inexpensive GPS tracking receiver is designed in a complex way due to the desire for accuracy. The U.S. National Coordination Office stated in the performance standard that “well designed GPS receivers have been achieving horizontal accuracy of 3 meters or better and vertical accuracy of 5 meters or better 95% of the time”. Configuration of a GPS receiver when conducting field tracking is becoming more complicated. However, the receiver can function as an effective and reliable tool for data collection only if it does not affect the nature, quality or authenticity of the data collected (Shoval, 2008; Huang, 2013). Studies on gathering information of trips, travel modes and trip purpose have shown that accuracy varies depending on the methods, attributes and ground truth (c.f. Table 2 and Table 3 in Shen and Stopher 2014). The methods reviewed in the tables either performed poorly due to the ambiguity of similar modes or were highly dependent on the “ground truth data” (Zheng et al. 2008; Chang et al. 2015). Moreover, the methods are primarily designed for information identification directly from the data rather than for data evaluation. No doubt that the application of GPS survey has opened a new era for travel data collection, the information identified from the data can be broadly applied. However, it is difficult to choose a so called “well designed” GPS receiver given that all manufactures are advertising their
products to be the best. It is therefore questionable whether a GPS receiver for normal civil use can meet the standard of the U.S. National Coordination Office. The reliability of these GPS data needs to be examined before further processing for the new areas of applications.

In this study we intend to complement the existing literature by contributing to a specific issue that has little been studied, being examining the reliability of GPS data collected in a real road network setting. Especially in the validation phase after data has been transferred into computer, but before information extraction such as trip identification, mode detection, purpose imputation. This means that we will focus on questions like: What is the dynamic data reliability with varying transportation modes, road network, environmental conditions and collection settings? How well do the concurrent GPS receivers perform in tracking vehicle mobility? To what extent can the accuracy provided by the manufactures be trusted?

Following this, the assessment of the reliability of GPS tracking data needs to be scrutinized. This paper outlines a method to examine how well GPS tracking data matches the travel information of position and speed. Specially, we applied the method in a real field experiment. In the experiment, we vary the transportation mode, speed, elevation, sampling frequency, filtering level as well as the receivers. A bicycle, a car, and a bus travelling on pre-set routes with pre-set speeds are tracked by GPS receiver GlobalSat BT-338X with different collection settings. Two other receivers being Magellan SporTrak Pro and smart phones (Samsung Galaxy S5 Mini) are used to track the bicycle under same settings for comparison of performances as well as avoiding the results being receiver specific. The acquired experimental data are freely available\(^1\) for the interest of replicability.

Section 2 provides a review of researches related to examining the reliability of GPS tracking. Section 3 presents the experimental design and the data collection process. Section 4 gives the experimental results. Section 5 ends the paper with a concluding discussion of the findings.

### 2. Literature review

A thorough search for literatures relevant to the use of GPS-based transportation data was conducted in a former related work (Zhao et al., 2014). There is a vast body of studies reporting on applications of GPS with a brief discussion about the reliability of the data. The discussions contained in these studies do not add any new knowledge to the data reliability and we therefore turn to studies with reliability as the primary concern.

\(^1\) [http://users.du.se/~xzh/](http://users.du.se/~xzh/)
Obviously the quality of the hardware and the surroundings where the GPS is being used may affect the reliability of the receiver. The starting point is that a GPS receiver requires a clear sight with at least four satellites to determine spatial positions. In urban environments, buildings may partly block satellite signals, forcing the GPS receiver to work with a poor geometric constellation of satellites, thereby reducing the accuracy of the positional estimates. Multipath propagation of the radio signal due to reflection in the surroundings may further lead to decreased positional accuracy without notification by the GPS receiver, thereby reducing the integrity of the navigation solution. The accuracy may be enhanced by advanced hardware chipsets, dual-frequency receivers, carrier-phase measurements supported by augmentation systems (e.g. SBASs, WAAS, EGNOS and MSAS), even combination of the global navigation satellite system (GPS, GLONASS, BeiDou and Galileo, Li et al, 2015). It is possible to have a real-time positional accuracy within decimetres under required conditions; however, those kinds of receivers are too expensive for normal use like in car tracking systems. Moreover, the required conditions do not only call for sophisticated GPS receivers, sensors, vehicles, and map information, but also put requirements on trajectory dynamics and surrounding environment (Skog and Handel, 2009, Li et al. 2015).

Dead Reckoning (DR) system and map matching algorithms integrated with differential GPS (DGPS) are examples of commonly used hybrid systems for enhancing the positioning of vehicles on land (Zhao et al., 2014). The DR system can smooth the error of the GPS and provide continuous positioning even in times when the GPS is unavailable (Meng, et al., 2004). Map-matching has been predominantly applied in post-processing GPS data (e.g., Marchal et al., 2005; Schüssler and Axhausen, 2009a, 2009b). In essence, map matching is to use a digital map of the road network to impose constraints on the GPS navigation and tracking recordings (Skog and Handel, 2009). It has become a popular solution to remedy the inherent error of the GPS when an underlying network is available. Quddus et al. (2007) reviewed the currently existing map-matching algorithms and their limitations. Stopher et al. (2013) proposed adding map editing to manually fix certain data errors besides fixing the cold/warm start issue (Chen et al. 2010).

Stopher and Speisser (2011) conducted tests for five transportation modes under various circumstances and found that the tested GPS devices are accurate enough to be useful as a substitute for self-report surveys. However, they only checked one type of GPS device (BTT08) and neglected the examination of speed. The reviewed studies in Zhao et al., 2014 most relevant to our study are those attempting to assess the reliability of GPS data by comparing them to known conditions. These studies aim to evaluate the reliability of GPS receiver, but are typically not conducted as experiments. They examine one transportation mode, one environment, one aspect of tracked
information, or one configuration of the receiver, the importance of road network is neglected as well. Those studies are also examining the static accuracy using small samples without controlling for external conditions. Studies that examined the reliability of GPS receivers on sport events, animal activities are not reviewed in detail considering there is no road network restriction and the standard for reliability is different from transportation research. A notable exception is the recent work of Schipperijn et al. (2014). They tested the dynamic accuracy of Qstarz Q1000XT portable GPS receiver for the use in public health applications under varying real-world environmental conditions, for four modes of transportation at three levels of sampling frequency. They found that not even a half of the positional recordings were within 2.5 meters of the actual positions with the proportions varying by travel mode and area. Montini et al. (2015) compared the travel diaries generated from smartphones and dedicated GPS devices but with a focus on the performances of sampling frequency, route and activities detection. As claimed by Schipperijn et al. (2014), mobile objects in free-living studies are likely to move dynamically. It is therefore vital to know the dynamic accuracy for various travel modes in changing surroundings. However, Schipperijn et al. (2014) only studied the influence on positional accuracy by changing the sampling frequency of the GPS receiver but neglecting other factors possibly affecting the accuracy.

To conclude, despite the increasing popularity of GPS in active living research, missing data and errors are still the main challenges for GPS studies (Shen and Stopher, 2014). The reliability of current GPS receivers employing different configurations and how they are affected by a variety of conditions for tracking various types of vehicles on real road networks is limited.

3. Experimental design and data collection

Vehicles are restricted by an underlying road network when travelling, various transportation modes are therefore necessary in representing common users travelling on different levels of a road network (c.f. Schipperijn et al. 2014). To examine how well GPS tracking data of vehicles matches an actual route travelled, we therefore consider bicycle, car, and bus being the dominating modes in private transportation; the mode of pedestrian is omitted because bicycles travel on the same level of a road network. In the experiment, the vehicles travel on pre-set routes of known geographical position and elevation with speeds decided in advance. Their mobility is being tracked simultaneously by the GPS receivers when they are travelling.

For the experiments, a standard and integrated GPS receiver that could be broadly used in different vehicles under various circumstances is preferable. Other important features in selecting the receiver are that the receiver is user friendly, easy to operate and has a durable battery. GlobalSat BT-338X, Magellan SporTrak Pro and smart phone (Samsung Galaxy S5 Mini) were chosen after a
survey in the product market. According to the manufacturer, with WAAS enabled, the GlobalSat BT-338X should provide a geographical positioning within an error of 5 meters and a measurement error of speed less than 0.4 km/h while the Magellan SporTrak Pro should have positioning error within 3 meters and a measurement error of speed less than 0.2 km/h. There is no specific claim of GPS accuracy for the smart phone, we take 10 meters for positioning error and 0.5 km/h for speed tracking error (Djuknic and Richton, 2001; Herrera et al., 2010). The manufacturers make no claims about the accuracy in the measurement of elevation for all three types of receivers.

We set intensive sampling intervals of every 1 second, 5 seconds and 30 seconds. Note that the 30 seconds implies that some of the vehicles will easily travel more than 500 meters between recordings. Such setting implies a coarse assessment of the vehicle’s mobility pattern. Hence, the levels of sampling frequency represent both dense and sparse data to track position, time, date, speed, and elevation. For BT338-X we also consider both enable and disable data logging when distance is less than the selected radius 20 meters, while the SporTrak Pro and the phone do not equip with this setting.

Table 1: Experimental design (first phase) of collecting GPS tracking data

<table>
<thead>
<tr>
<th>Phase-I (BT338-X)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sampling interval</strong></td>
</tr>
<tr>
<td><strong>Receiver No.</strong></td>
</tr>
<tr>
<td><strong>Distance radius restriction</strong></td>
</tr>
<tr>
<td><strong>Bicycle &amp; Car</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Car</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Bus</strong></td>
</tr>
</tbody>
</table>

We are in possession of 15 BT338-X, 6 SporTrak Pro and 6 Samsung Galaxy S5 Mini; each of them is assigned with a unique identifying number. The experiment is combined with two phases. The first-phase mainly focuses on the influence of the change of transportation modes and travel environment on the data reliability. The second phase focuses on the influence of different types of receivers on the data reliability, which is described in Section 4 below. Table 1 summarizes the main factors and corresponding levels of first phase in the experimental design. In the data transferring phase, the recordings for bicycle, car and bus were transferred separately, and a field was added to
fill in the information of error. The BT338-Xs are randomly assigned to one of three groups of equal size and the sampling interval is set to 1, 5, and 30 seconds respectively to track bicycle, car and bus in the first phase. In each group two randomly selected receivers have the data logging disabled if distance is less than the radius of 20 meters. The data collection of the bicycle and the car is undertaken in Borlänge in Sweden. The data collection of the bus is undertaken along the bus line 151 between Borlänge and its neighbouring city Falun.

It was difficult to fix the speed of the bus in advance as would be preferable. The speed varied along the scheduled route due to the traffic and the behaviour of the drivers. For this reason, only a segment of the route, where the speed varied smoothly between 80 km/h and 100 km/h was used for GPS tracking. Meanwhile the bus trip was filmed. The bicycle followed a strict setting of speeds ranging from 15-50 km/h in six levels. For the car, 15-70 km/h were considered. Travel diaries were used to note unexpected changes in route, speed, and emergent situation. The cyclist and the driver of the car was the same throughout the experiment.

Data for the bicycle was collected at noon in order to reduce the risk of deviation from the protocol caused by other people on the route. Likewise, data collection for the car was undertaken between 3 and 4 in the afternoon to avoid peaks in the traffic. The data collection for the bus was conducted after 6 in the afternoon thereby minimizing the variation in speed due to people waiting at bus stops.

An accurate speedometer of the vehicles is essential for the experiment. We calibrated the car speedometer by riding the bicycle and driving the car side by side and recording the speeds simultaneously. The relationship between the recordings from the bicycle speedometer and the car speedometer by means of linear regression: $\text{Car} = 1.0385 \times \text{Bike}$ with a strong correlation of 0.998. The speedometer of the car was adjusted accordingly in the experiment.

The routes for the experiment were chosen having the need for maintaining a constant speed. As for the car, we also needed to consider the speed limits of the roads while a bicycle may be ridden at any speed on a bicycle path. Figure 1(a) depicts the route for the bicycle with arrows indicating the riding direction. The route is about 2 kilometres and it is a paved bicycle path. The route was used consecutively for each speed at a time. For instance, at the speed of 20 km/h there could be 360, 72, and 12 recordings per GPS receiver for the three levels of sampling frequency. The variation in elevation of the route is only a few meters.
Figure 1: (a) The bicycle route; (b) The car route; (c) The bus route

Figure 1(b) depicts the route for the car. The route is segmented by colour representing the attained speed. The route was travelled 3 to 4 times on both directions to ensure sufficient recordings per cell. The range in elevation is 40 meters, maintaining a constant speed with a car in an ordinary traffic situation is of course difficult. The roundabouts and intersections in Figure 1(b) are identified in advance to highlight it is usually impossible to maintain the speed due to traffic rule and real conditions. The recordings pertaining to segments where the intended speed was not met according to the travel diary were removed. Figure 1(c) depicts the bus route. This route has a variation in elevation with a range of 37 meters.

The original GPS tracking data were kept into DataLogger files. The data were retrieved to a computer by using the software Global Sat Data Logger PC Utility directly after the experiment was completed. The receiver number 4 malfunctioned and did not record any data. The other 14 receivers worked well and we obtained in total 25,901 recordings of the car, 9,224 recordings of the bicycle, and 8,688 recordings of the bus.
4. Experimental results

4.1 Geographical positioning

The position and the trajectory of a car are restricted by the road network (Skog and Handel, 2009). The geographical positions of the mobile object are necessary to identify the objects’ trajectory. In the experiment the trajectory of the vehicles is known by the road network and its digital representation. The concordance of the recordings and the road network is measured to be a statistic to assess the reliability of the geographical positioning obtained from the GPS receiver. Ideally the positional recordings should be on the underlying road network\(^2\) given that the width of the driving road is 14-20 meters and 3.5 meters for the bicycle road.

![Figure 2: Example of positional recordings and the road network](image)

Figure 2 shows an example of how the positions actually recorded on the car route. The green circles indicate the recordings that match the road network. The yellow circles indicate recordings on the edge of the road network are regarded as matching the road network well enough. The red squares indicate inaccurate recordings off the road network. In this example, 8 of the 42 recordings failed in giving an accurate position of the car, which we suspect how well the positional recordings

---

\(^2\) The road network is provided by the National Road Data Base (NVDB) and is operated by the Swedish Transport Agency. The positional error of the road segments used in this study is within 0.2 meter.
match the road network. Figure 3 illustrates the empirical cumulative distribution of the positional error.

Given the width of the roads, almost all the recordings are expected to match the road network. However, people do not usually drive or ride right in the middle of the road, especially on two-lane roads. What’s more, given the real travel circumstances with trees, buildings and other interference for GPS signals, the positional recording are not precisely on the roads. Figure 3 shows that more than 95% of positional recordings for the bus are accurate to be 0-meter error and the biggest error is 28.2 meters. The positioning of the car was accurate that around 80% to be 0-meter error while the biggest error is 158.4 meters. As for the bicycle, the biggest error is 54.8 meters; the recordings from 5-second and 5-second with 20-meter restriction frequently fail to identify its travel positions on the network while for the other settings, 90% are within 5-meter positional error whereas only 30% are with the 0-meter error.

As an overall finding drawing on Figure 3, there is no clear pattern emerging from the factors considered in the experiment. Possibly the longest sampling interval tends to lead to better positioning; the setting of the distance of restriction does not have obvious influence in positioning; the receivers generally give higher accuracy in positioning for the bus and the car but tends to have large variation on bicycle. However, we have noted a serial correlation of the recordings implying that an inaccurate recording is likely to be followed by another if the time interval is short. Especially, numerous inaccurate recordings from the first phase experiment are found in the three areas marked with the white circle and the two triangles depicted in Figure 4.
Figure 4: Bicycle and car routes in the secondary experiment

Table 2: Experimental design (second phase) of collecting GPS tracking data

<table>
<thead>
<tr>
<th>Phase-II</th>
<th>5s</th>
<th>30s</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sampling Interval</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BT338-X</td>
<td>1-6</td>
<td>1-6</td>
</tr>
<tr>
<td>SporTrak Pro</td>
<td>7-12</td>
<td>7-12</td>
</tr>
<tr>
<td>Samsung Galaxy S5 mini</td>
<td>13-18</td>
<td>13-18</td>
</tr>
<tr>
<td><strong>Receiver No.</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bicycle &amp; Car Speed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15km/h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30km/h</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The circled area is nearby power lines located to the north and 200 meters to the east. The areas indicated by triangles have trees with a height of 8-10 meters. We speculated that the positional recordings of the bicycle were interfered by the surrounding environment. We also suspected that the single choice of one specific receiver is partial for the experiment; therefore in the secondary phase of the experiment, we randomly chose 6 BT338-X and added the 6 SporTrak Pro and 6 Samsung Galaxy S5 mini. The speeds 15km/h and 30 km/h and frequency 5s and 30s are chosen for the experiment on the bicycle route and the car route. Table 2 illustrates the factors and corresponding levels the second phase in the experimental design. Figure 4 depicts the two routes travelled by the bicycle; the red route coincides with the route used in the original experiment while the yellow route is a part of the car’s route.
Figure 5 gives the empirical cumulative distribution of the positional error for the three types of receivers on the bicycle and the car routes. Although the proportion of accurate recordings on the original bicycle route is higher and with smaller variation, it is still rather low comparing to the car route which is substantially accurate. The biggest error on car route is 27 meters while it is 78 meters on the bicycle route. The errors ($\leq 5$ meters) of three types of receivers differ but not big than 5% under the same route with same speed and settings. Most inaccurate recordings are identified that happened again at the three areas that are previously identified as problematic. This illustrates that the GPS receiver may generate (infrequent) errors due to the interferences with the surroundings such as trees and built-ups in a non-obvious way (Modsching et al., 2006).

![Figure 5: Empirical cumulative distribution of the positioning errors for the three types of receivers on bicycle and car route](image)

**4.2 Estimating the speed**

It goes without saying that it is more difficult to estimate a changing speed than a constant speed. Drivers (and cyclists) need to adjust their speed in line with the traffic but also at intersections, roundabouts, tortuous locations (Jia et al., 2012) and traffic lights. This is also true in conducting an experiment of this kind. We used the travel diary of the car and the bicycle to delete recordings where the intended constant speeds were not possible to maintain. As for the bus, the films were used for deleting recordings where the speeds were not constant.

Figure 6 illustrates how the recorded speed of the car varies around the pre-set constant speed of a sample from tracking interval 30 seconds of all data of phase-I and phase-II. There is a tendency that the recorded speed is lower in general than the actual speed for all three types of receivers. For BT-338X, the errors are within 5km/h while the manufacturer claimed that the error is within 0.4
km/h. As for the smart phone, the errors are smaller to be within 3km/h; SporTrak Pro had the worst performance with the error to be -10km/h under the test speed 30km/h while the manufacturer claimed that the error is within 0.2 km/h. The speed recordings from SporTrak Pro also exhibited the biggest variation comparing to the other two types of receiver. The analysis of variance (ANOVA) was conducted to formally test for the factors that affect the performances of speed recordings. The response variable is the error between the recorded and the set speed in the experiment. The error increased with the speed.

Figure 6: Recorded speed versus actual speed as measured by three types of GPS receivers

Table 3 shows the specific results. There was no significant difference for whether the distance restriction was on or off. The sampling frequency interval was related to the error but less significant. It’s found that longer sampling interval was associated with a (marginal) increase in the error. The type of the travel route corresponding to the vehicle type significantly influences the accuracy of the speed recordings. There is significant different performance among the types of receivers. It was strongly significant suggesting that if the positional recording was inaccurate, there will be a greater underestimation of the speed.
Table 3: Analysis of variance table (a) Results from recordings of experiment phase-I; (b) Results from recordings of experiment phase-II

<table>
<thead>
<tr>
<th></th>
<th>Df</th>
<th>Sum Sq</th>
<th>Mean Sq</th>
<th>F value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set_Speed</strong></td>
<td>1</td>
<td>719.1</td>
<td>719.1</td>
<td>465.5412</td>
<td>&lt; 2e-16 ***</td>
</tr>
<tr>
<td><strong>Distance_Radius</strong></td>
<td>1</td>
<td>2.4</td>
<td>2.4</td>
<td>1.5403</td>
<td>0.21459</td>
</tr>
<tr>
<td><strong>Time_Frequency</strong></td>
<td>2</td>
<td>7.1</td>
<td>3.6</td>
<td>2.3098</td>
<td>0.09932</td>
</tr>
<tr>
<td><strong>On_Off_Road</strong></td>
<td>1</td>
<td>119.7</td>
<td>119.7</td>
<td>77.5258</td>
<td>&lt; 2e-16 ***</td>
</tr>
<tr>
<td><strong>Vehicle_Type</strong></td>
<td>2</td>
<td>6533.1</td>
<td>3266.5</td>
<td>2114.8093</td>
<td>&lt; 2e-16 ***</td>
</tr>
<tr>
<td><strong>Residuals</strong></td>
<td>1434</td>
<td>22158.8</td>
<td>1.5</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

<table>
<thead>
<tr>
<th></th>
<th>Df</th>
<th>Sum Sq</th>
<th>Mean Sq</th>
<th>F value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set_Speed</strong></td>
<td>1</td>
<td>714.3</td>
<td>714.35</td>
<td>225.8096</td>
<td>&lt; 2.2e-16 ***</td>
</tr>
<tr>
<td><strong>Receiver_Type</strong></td>
<td>2</td>
<td>321.0</td>
<td>160.49</td>
<td>50.7323</td>
<td>&lt; 2.2e-16 ***</td>
</tr>
<tr>
<td><strong>Time_Frequency</strong></td>
<td>1</td>
<td>16.3</td>
<td>16.26</td>
<td>5.1403</td>
<td>0.02341  *</td>
</tr>
<tr>
<td><strong>On_Off_Road</strong></td>
<td>1</td>
<td>157.9</td>
<td>157.88</td>
<td>49.9061</td>
<td>1.783e-12 ***</td>
</tr>
<tr>
<td><strong>Route_Type</strong></td>
<td>1</td>
<td>61.3</td>
<td>61.32</td>
<td>19.3838</td>
<td>1.086e-05 ***</td>
</tr>
<tr>
<td><strong>Residuals</strong></td>
<td>6421</td>
<td>20312.7</td>
<td>3.16</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

4.3 Elevation

Elevation is useful in providing information when two dimensional positioning is not sufficient to identify overlap points on roads with different heights. Moreover, elevation is also influential in travelling cost considering the time and energy use, it is necessary in route scheduling, and environment control. The accuracy of elevation is commonly expected to be poorer than the geographical position due to the requirement of satellites availability for signal strength in estimating elevation.

In order to check the accuracy in the recorded elevation, the geo-information of elevation in Borlänge from the national elevation database (NNH)\(^3\) is referred for validation. Each position of the vehicle where a recorded elevation occurred is related to the nearest point in the actual elevation layer. The maximum distance between the recorded position and the actual elevation layer is 21 meters. This is an inconsequential approximation as the road network covered in the experiment does not contain any steep up- and down-hills.

\(^3\)The elevation data is provided by Sweden’s Mapping, Cadastral and Land Registration Authority ([www.lantmateriet.se](http://www.lantmateriet.se)). The elevation model is made by laser scanning and has an average elevation error of 0.1 meter and 0.4 meter in the plane.
The error in recorded elevation with respect to the actual elevation is large for all three types of receiver. No receiver showed substantially good measurement comparing to others. Most of the errors were within the range of -100 meters and 100 meters, but frequently the error exceeded 150 meters. Considering for instance that the bicycle path travelled in the experiment was essentially flat, and even for the car road the elevation change is within 40 meters, such a magnitude in error is enormous and peculiar given error in GPS elevation readings is generally twice as high as horizontal error (Noronha & Goodchild, 2000) and even better (Zandbergen, P. 2009).

5. Concluding Discussion

Current studies have rarely focused on the problem of examining the reliability of dynamic GPS data in the validation phase after data transfer but before further analysis, especially have neglected influences from the variation of road network. This paper focuses on evaluating the reliability of GPS-based transportation data from three different types of portable GPS receivers (including the commonly-used smart phone). The evaluation focuses on data of geographical position, speed, and elevation by tracking vehicles in a complex road network with varying transportation modes, environmental conditions and collection settings in real settings. The experimental method can be reproduced, reorganized and reformed into different combinations according to the applications.

The GPS tracking data identified the actual positions of the vehicles fairly successfully. The three types of receivers performed with not big than 5% differences of accuracy on the same route with same speed and settings. The surroundings of the experiment had no obviously interfering attributes like high built-ups, forests, magnetic fields, and so on; the partially poor identification of the bicycle’s positions by trees and in the vicinity of magnetic fields shows however that the positional error of the GPS is highly vulnerable to the surroundings. Overall, the positioning accuracy meets the requirement of applications like routing, mobility pattern recognition, destination imputation and other location based services.

The tracked instantaneous speeds are quite accurate with a tendency of underestimation. The error is monotonically increasing with the speed and the inaccurate position recording. It should however be noted that we did not study the accuracy regarding acceleration and deceleration which are common phenomena in ordinary traffic. More overlapping speeds for different transportation modes should be tested as well. Concerning the recorded elevations in the tracking data, we found it to be highly inaccurate and we suggest disregarding this parameter in practical use until further investigations.
The reliability seems to be unrelated to the sampling frequency. Of course, intensive positional recordings provide more details regarding the mobility pattern. However, it comes at the expense of more aggressive data rendering communication, storage, data processing, data mining, and data analysis. Balancing between these aspects is necessarily specific to the domain of application.

There is drawback of GPS receivers due to a short effective lifespan of the battery (Ryan et al., 2004; Stopher and Speisser, 2011). The data collection part of the experiment in this paper lasted at the most for three hours; the duration of the receivers was not a concern here as the operational time for the receiver is about 11 hours after being fully charged and in continuous mode. However, the lifespan may be a costly drawback in full-scale applications especially for the smart phone (Bierlaire et al., 2013).

Finally, this study examined three specific standard GPS receivers. It would be interesting in the future to conduct further analyses including other types of GPS receiver on larger sample sizes, longer recording periods and more possible environment settings by using the experimental method outlined in this study. What’s more, the ground-truth data used for evaluation are inaccurate in a limited tolerance, the choice of the “true value” and the confidence assigned to them has become an general issue to be considered in evaluating the reliability of GPS-tracking data.
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How does the complexity of a road network affect optimal facility locations?

Xiaoyun Zhao*, Pascal Rebreyend, Johan Håkansson

The road network is a necessary component in transportation. It facilitates spatial movements of people and goods, and it also influences the optimal locations of facilities that usually serve as destinations of the movements. To fulfill the transportation needs and to adapt to the facility development, the road network is often organized hierarchically and asymmetrically with various road levels and spatial structures. The complexity of the road network increases along with the increase of road levels and spatial structures. However, location models locate facilities on a given road network, usually the most complex one, and the influence from the complexity of road network in finding optimal locations is not well-studied. This paper aims to investigate how the complexity of a road network affects the optimal facility locations by applying the widely-applied p-median model. The main result indicates that an increase in road network complexity, up to a certain level, can obviously improve the solution, and the complexity beyond that level does not always lead to better solutions. Furthermore, the result is not sensitive to the choice of algorithms. In a specific case study, a detailed sensitivity analysis of algorithm and facility number further provides insight into computation complexity and location problems from intra-urban to inter-urban.

Key Words: Transportation system; Spatial optimization; Location models; Heuristics

1. Introduction

Movements of people and goods take place between origins and destinations on the road network; therefore, the road network is a necessary component in facilitating these spatial movements. A facility usually serves as a destination of the movements, thus, a facility optimally located on the road network is a desired goal in many decision-making processes since it minimizes travel distance (e.g. Carling et al., 2012). However, the road network is often organized hierarchically and asymmetrically with various road levels and spatial structures in order to fulfill transportation needs and to adapt to facility development. The complexity of the road network increases along with the increase of road levels and spatial structures, thus finding the optimal facility locations could become computationally complicated and time-consuming.

In locating facilities, the road network is usually given (Melkote and Daskin, 2001). Peeters and
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Thomas (1995) claimed that the more complex a road network, the higher probability of identifying a more optimal solution. Following which, many studies always work with a most complex road network and focus on aggregating the demand points and using a simple distance measure, such as the Euclidean distance, to simplify the problem and make it computationally treatable (e.g. Schilling et al., 2000; Francis et al., 2009). In addition, the given road network in these studies is simulated, and the number of facility locations is limited to represent various scenarios. In using a real road network for finding optimal locations in rural areas, Carling et al. (2012, 2015) demonstrate that the level of aggregation needs to be more sophisticated and the distance measure needs to be as accurate as possible in order to avoid suboptimal locations in areas where demands and road network are asymmetrically distributed. Few studies use a real road network with changing complexity, along with the road levels and the spatial structures, in finding optimal facility locations in both intra-urban and inter-urban scenarios.

In a pre-test conducted by Rebreyend et al. (2013), the complexity of the road network is found influential in finding the optimal location in rural areas. However, the trade-off among more optimal solutions, computational complexity and spatial distributions of facilities in intra-urban and inter-urban scenarios has not yet been studied.

This paper aims to investigate how the changes in road network complexity influence the optimal facility locations by applying the widely used $p$-median model. In addition, to provide further insight into computation complexity and location problems from intra-urban to inter-urban, a detailed sensitivity analysis of four algorithms and various facility numbers is conducted.

The four algorithms are: greedy search (Kuehn and Hamburger, 1963); CPLEX; simulated annealing (Al-Khedhairi, 2008); and imp-Genetic algorithm (Rebreyend et al., 2015). Each algorithm works in a different way in solving the $p$-median model. The facility numbers vary from 5 to 50 (with a common difference of 5) to simulate intra-urban and inter-urban location distributions in the case of Dalarna province, Sweden. The size of Dalarna, as well as its structure, is similar to the regions of Vermont and New Hampshire in the US.

The entire road network database provided by the official National Road Database (NVDB)\(^1\) in Sweden consists of 2.6 million roads and 30 million nodes, where 0.15 million roads and 1.8 million nodes are distributed in the Dalarna region. The road network in the Dalarna region has a hierarchical structure composed of ten levels of road. The European highways are at the biggest level, representing the simplest road networks, where there is a limited number of candidate nodes for

\(^1\) [www.nvdb.se](http://www.nvdb.se)
locating facilities. The local and private streets are at the smallest level and represent the most complex road network, with a huge number of candidate nodes for locating facilities.

The remaining part of the paper is organized as follows. In Section 2, we present the p-median model and some related previous studies that guide us in the model choice. Section 3 describes the data applied in the case study and settings for the sensitivity check. Section 4 illustrates the main results, and Section 5 concludes the paper.

2. The p-median model

The p-median model was first introduced by Hakimi (1964), and it has since then been widely used in transportation and location-allocation studies (Farahani, et al., 2012). Given that demand nodes are fixed in the network, the model finds the optimal facility locations that minimize the total travel distance for all demand points to the closest facility. Specifically, the objective function is to minimize the sum of weighted distances between demand points and their respective nearest facilities.

\[
\text{Minimize } f = \sum_{i=1}^{Q} \sum_{j=1}^{N} w_i \cdot d_{ij} \cdot X_{ij}
\]

Subject to:

\[
\sum_{j=1}^{N} X_{ij} = 1, \ \forall \ i \in (1, 2, \ldots, Q)
\]

\[
\sum_{j=1}^{N} Y_j = p, \ p \in N
\]

Decision variables:

\[
X_{ij} = \begin{cases} 
1 & \text{if demand at node } i \text{ is allocated to facility } j \\
0 & \text{if not}
\end{cases}
\]

\[
Y_j = \begin{cases} 
1 & \text{if a facility is located at candidate site } j \\
0 & \text{if not}
\end{cases}
\]

\[
0 \leq X_{ij} \leq Y_j, \ \forall \ i \in (1, 2, \ldots, Q), j \in (1, 2, \ldots, N)
\]

\[
X_{ij} \in \{0, 1\}, \ \forall \ i \in (1, 2, \ldots, Q), j \in (1, 2, \ldots, N)
\]

\[
Y_j \in \{0, 1\}, \ \forall \ j \in (1, 2, \ldots, N)
\]

\[
Q = \text{Total number of demand points in the space of interest}
\]

\[
N = \text{Total number of candidates for locating facilities}
\]

\[
p = \text{Total number of potential facilities}
\]

\[
w_i = \text{The weight associate to each demand node } i
\]
\[ d_{ij} = \text{The distance between demand node } i \text{ and potential facility } j \]

The constraint (2) requires that each demand point is assigned to exactly one facility. The constraint (3) ensures that exactly \( p \) facility locations are to be chosen among the \( N \) candidates. The constraint (6) links the location variables and the allocation variables. Finally, constraints (7), and (8), insure that the location variables (X) and allocation variables (Y) are binary.

To find the optimal location for \( p \) facilities to fulfill the demand using the \( p \)-median model is NP-hard (Kariv and Hakimi, 1979), and optimal solutions to large problems are difficult to obtain (Al-Khedhairi, 2008). Francis et al. (2009) conducted a literature review of the \( p \)-median model, in which about half of the 40 reviewed articles are studies based on real data. The largest number of candidate nodes in the reviewed studies was some 70,000 candidate nodes. However, \( p \) was relatively small (<20) in those studies. The review also showed that almost all distance measures are Euclidean distance and rectilinear distance.

Many recent studies have been developed to illustrate the greater efficiency of network distance versus Euclidean distance, in the analysis of network-constrained objects or phenomena (Yu et al., 2015). Schilling et al. (2000) examined the Euclidean distance, network distance and a randomly generated network distance. Both Euclidean distance and network distance were found to have high computational efficiency and yield better solution quality. The problem scale in their study was, however, small and they did not study a network with different levels of candidate nodes. Although Euclidean distance is most widely used, the network distance in most cases is more accurate in measuring the travel distance between two points, since the Euclidean distance leads to suboptimal solutions in an unpredictable way. Xie and Yan (2008), and Shiode (2011), found that measuring distance by connecting the straight line between locations could possibly overestimate the clustering tendency of the network. The network distance is more appropriate for spatial phenomena or activities constrained by transportation networks, especially in the field of microscopic analysis (Ai et al., 2015). Peeters and Thomas (1995) examined the performance of the \( p \)-median model in different network topologies by changing the nature of the links. They found that there is a difference in optimal solutions when the links are changed, but they did not check the computational efforts in finding the optimal solutions. Following them, the topologies of the network have been studied, taking the computational effort into account (Peeters, D., et al., 1998; Melkote and Daskin, 2001; Bigotte et al., 2010; Rahmaniani and Ghaderi, 2013). However, on the one hand, these studies are mainly based on fully connected Euclidean and rectilinear networks or networks with varying numbers of radial and rectilinear arcs. On the other hand, the number of candidate nodes and links are limited, which means that the simulation cannot represent the real road network well.
The complexity of a real road network varies along with the road levels and the spatial structures, which cannot be simply represented by nodes and links in topology. Apart from Rebreyend et al. (2013), very few studies have examined the impact of varying the complexities of road network on the optimal facility locations and their spatial distributions.

3. Data and settings for sensitivity check

3.1 Data

Dalarna is a province located in the middle of Sweden with an area of 28,189 km$^2$. The population of Dalarna amounts to 231,934, in December 2015 (Statistic Sweden$^2$). The population is geo-coded and registered on 250 meters by 250 meters squares. The center of each registry square represents one demand point. Each demand point is assigned a weight, corresponding to the population number in that square. There are 15,729 weighted demand points representing the whole population in this region. Figure 1 shows that the population in the studied region is highly asymmetrically distributed, with the majority living in the southeast part.

![Figure 1. Map of the Dalarna region showing 250-by-250 meter squares of inhabitants](image)

$^2$ [www.scb.se](http://www.scb.se)
Figure 2 shows the complete digitalized representation of the road network in Dalarna, with its hierarchical structure corresponding to 10 road levels. Figure 2(a) shows that the main structure of the road network is composed of levels 0-5, which are European highways, national and regional roads with a total length of 5,479 km. The spatial structure of the road network of these big roads corresponds to the spatial distribution of the population, as illustrated in Figure 1. The European highway forms the simplest road network with a limited number of candidate nodes for locating facilities. While the most complex road network includes all the roads up to the smallest level of the local and private streets, where there is a huge number of candidate nodes for locating facilities. Figure 2(b) shows the small roads at levels 6-9, with a total length of 33,975 km.

Specifically, there are 1,797,939 nodes (the start and the end of the roads), and 1,964,801 road segments in the whole road network in Dalarna. Approximately, one node can be found asymmetrically distributed every 20meters on the road network. In order to have a valid measure to make comparisons between different network densities, the whole network is used to calculate all the network distances between the demand points and the candidate nodes, which can also ensure that
the variation of candidate points from different network densities does not affect the distance measure. However, considering the computation complexity in solving the *NP*-hard *p*-median model, the whole network with all candidate nodes is not practical for use with most locations problems. A 500 by 500 meter grid aggregation on all complexity level roads was conducted for mainly two reasons: one reason is to enable all the complexity levels computationally feasible, and the other reason is to practically stick to the real world situation, since it is very rare to locate a facility every 20 meters.

In order to calculate the network distances, the connectivity of the nodes in the network is first checked. There are 9020 not connected and they are removed. All remaining nodes are tagged to the closest demand origin, or to the closest intersection node. In each grid, at the most, one node is kept as a potential candidate node for optimal location by applying three criteria sequentially. First, we choose the node connects with most road segments. If there are none, we then select the node at the highest complexity level. If there are none there, we at last pick the node which is closest to the center of the grid. Table 1 summarizes the numbers of nodes according to the complexity of the road network; the number of nodes increases when the complexity of the road network increases by including more levels of roads. There are 452 nodes in the simplest road network, and 67,020 nodes in the most complex road network.

Table 1. Number of nodes in different road network complexities that correspond to the included road levels under the grid aggregation level of 500m by 500m in Dalarna.

<table>
<thead>
<tr>
<th>Road Densities</th>
<th>Complexity Level</th>
<th>Number of Nodes</th>
<th>Length (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>European highway</td>
<td>452</td>
<td>167</td>
</tr>
<tr>
<td>0 – 1</td>
<td>+Primary national highway</td>
<td>1,994</td>
<td>883</td>
</tr>
<tr>
<td>0 – 2</td>
<td>+Primary national road</td>
<td>2,909</td>
<td>1,299</td>
</tr>
<tr>
<td>0 – 3</td>
<td>+Secondary national road</td>
<td>3,926</td>
<td>1,725</td>
</tr>
<tr>
<td>0 – 4</td>
<td>+Primary regional road</td>
<td>6,735</td>
<td>2,923</td>
</tr>
<tr>
<td>0 – 5</td>
<td>+Secondary regional road</td>
<td>12,417</td>
<td>5,479</td>
</tr>
<tr>
<td>0 – 6</td>
<td>+Local aterial road</td>
<td>12,552</td>
<td>5,631</td>
</tr>
<tr>
<td>0 – 7</td>
<td>+Local collector road</td>
<td>20,718</td>
<td>10,964</td>
</tr>
<tr>
<td>0 – 8</td>
<td>+Local rural aterial road</td>
<td>45,336</td>
<td>23,086</td>
</tr>
<tr>
<td>0 – 9</td>
<td>+Local rural collector road</td>
<td>67,020</td>
<td>39,454</td>
</tr>
</tbody>
</table>

As the coordinates of the residents (demand points) do not perfectly coincide with the nodes in the road network, correspondingly, we use the nearest node in the network to represent the location of residents. The average distance between the residents’ node and the nearest network node is 62 meters, which means the approximation does not introduce much difference to the final results.

The travel distance between the demand point and the nearest facility is one key variable that is in the objective function of the *p*-median model, therefore, the distance measure influences the
solutions for optimal facility locations. Carling et al. (2012, 2015) investigated, empirically, the consequences of different distance measures for the optimal location of multiple service centers in rural areas. They stated that the shortest travel time or minimal cost along an existing network intuitively seems to be the most accurate measure for most settings, yet it is infrequently employed. One reason for this is the difficulty and cost associated with collecting data on travel time. Another reason is the complication which arises in modelling the inherent variation in travel time. This paper employs network distance as the distance measure.

3.2 Settings for sensitivity check

Heuristics and approximation algorithms are the predominant techniques used for solving the p-median location problem, as described and explored in the recent literature (Tansil et al., 1983; Rees, 2006; Mladenović et al., 2007; Varnamkhasti, 2012). Four algorithms that work rather differently in solving the p-median model to find the solutions of optimal facility locations are chosen: CPLEX; greedy search (Kuehn and Hamburger, 1963); simulated annealing (Al-Khedhairi, 2008); and imp-Genetic algorithm (Rebreyend et al., 2015).

If the p-median model is formulated as a 0-1 binary programming problem it can then be solved by a Mixed Integer Problem (MIP) solver by using a branch-and-cut approach. The CPLEX from IBM is a commonly used software package for solving optimization problems. Following Rebreyend et al. (2015), some parameters of the solver have been tuned in order to adapt CPLEX to work on large problem instances, specifically, removing default computation time limits, allowing intermediate data storage, and tuning branch-and-cut search tree strategies, according to the manual3.

The standard greedy algorithm for the p-median model was studied by Cornuejols et al. (1977). Resende and Werneck (2004) conducted a constructive greedy algorithm to perform the most profitable move among candidates to get the best local minimum in the path. The Greedy algorithm follows the problem-solving heuristic of finding the locally optimal choice at each stage, with the hope of getting a global optimum. It always chooses the optimal choice at the current stage, rather than considering all other conditions to ensure finding a global optimal. This can be characterized as being ‘short sighted’, but it is easy to implement and can achieve acceptable results within a short time.

Simulated annealing (SA) is one commonly used heuristics for solving the p-median model. Murray and Church (1996) proposed a basic SA algorithm for the p-median model. Levanova and

Loresh (2004) studied the SA heuristic that used the 1-interchange neighborhood structure. Carling et al. (2012, 2015), and Han et al. (2013) used tuned SA to solve specific $p$-median model in a real road network context. The basic idea of SA is not only accepting all the better results in the search process, but also accepting some worse results based on certain probabilities. It is simple to implement and can provide high quality solutions to many problems. The performances of SA are sensitive to the values of control parameters. In this study, we employ the same parameters of SA to the same real world network data as employed by Han et al. (2013). The specific parameter settings and the implementation of SA follow Zhao et al. (2013). This includes their dynamic scheme to update the temperature, which allows the algorithm to have setting for efficiency and accuracy, regardless of the size of the input. After testing with various parameter settings, we found that the scheme used to increase and decrease the temperature works well to avoid the search being trapped in the local optimal for a long time, and finally provides satisfying results.

Genetic algorithms (GAs) are another commonly used heuristics that are designed based on mimicking the evolution process. New solutions are based on previous solutions in ways that are reminiscent of the interaction of genes. Most previous studies used a classical string representation, in which each chromosome is represented as a single string of length $p$, embedding the index of the selected facilities or nodes. Thorough treatments of GAs can be found in (Davis, 1987, 1991; Reeves, 1993; Dowsland, 1996). Bozkaya et al. (2002) found GAs could produce solutions that are better than exchange algorithms; however, the convergence is very slow. Alp et al. (2003) proposed a GA which is simpler and produces good solutions faster. Following Correa et al. (2001), Rebreyend et al. (2015) proposed an improved genetic algorithm, called imp-GA, to solve large-scale $p$-median problems. The imp-GA used in this paper follows the description and settings as used by Rebreyend et al. (2015).

The facility numbers vary from 5 to 50 (with a common difference of 5) to simulate the intra-urban to inter-urban location distributions. We run CPLEX and Greedy once, due to the deterministic property of the methods. Since SA is sensitive to its starting point, we randomly select 3 different initial configurations to conduct the SA, and keep the solution with the minimum objective function value (OFV); each run contains 20,000 iterations. As for imp-GA, we set 3 runs with 100 iterations, due to its higher requirement for computation time and computer memory. Max running time is 48 hours for each $p$ and network complexity level. In this paper, the CPLEX version 12.6, Linux 64 bits is used. All the programs are coded with C and compiled using GCC version 4.8.2, and they are launched under a system of Linux (Kernel 3.11-2-amd64). The computer has a memory of 32 G, CPU of Intel Core i7-3770.
4. Results

4.1 Sensitivity to complexity levels

Figure 3 shows how worse the optimal solutions found at each complexity level of the road network compared to the best solution found for a selection of $p$ (results for all tested $p$ can be found in Appendix, Figures A1-A3). Specifically, the improvement of the solution is measured by checking the difference between the OFV in the current complexity level, and the optimal OFV found at the same/other level $\left(\frac{\text{current solution} - \text{best solution}}{\text{current solution}} \times 100\%\right)$.

![Figure 3. Variations from algorithms Greedy search, SA and imp-GA in excess distances (in percent), compared to the best solutions for an increased complexity level. The x-axis shows the complexity level. The y-axis shows the difference in percentage between the best solution and the current.](image)

The figure reveals that the solutions found from candidate nodes on the simplest road network, namely, the European highways (level 0), are 85 to 95 percent worse than the optimal solutions that can be found. However, the figure also shows that there is a limit to how complex the road network needs to be to find the best solutions. In general, when the complexity of the road network continues to increase after including road level 5, the solutions barely improve, and even deteriorate.
4.2 Sensitivity to algorithms

As is shown in Figure 3, in general, the algorithms behave in a similar pattern of obvious improvement when the complexity increases from the simplest level 0 to levels up to, and including, 0-5 (ca. 12,500 nodes). When the complexity level increases from 0-5, the OFVs from SA deteriorate, the OFVs from the Greedy search neither improve nor deteriorate, and the OFVs from imp-GA show some very small improvements (also see Table 2).

Table 2. The optimal objective function value found on different road network densities by tested algorithms for various $p$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>Greedy</th>
<th>SA</th>
<th>imp-GA</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal solution in meters</td>
<td>Optimal solution in meters</td>
<td>Optimal solution in meters</td>
<td>Optimal solution in meters</td>
</tr>
<tr>
<td>5</td>
<td>19685.104</td>
<td>19715.020</td>
<td>19624.095</td>
<td>81681</td>
</tr>
<tr>
<td>10</td>
<td>11134.182</td>
<td>11259.282</td>
<td>11075.455</td>
<td>Only provide results at level 0 and fails at upper levels</td>
</tr>
<tr>
<td>15</td>
<td>8316.884</td>
<td>8625.458</td>
<td>8278.562</td>
<td>0-8</td>
</tr>
<tr>
<td>20</td>
<td>6698.967</td>
<td>7094.882</td>
<td>6631.992</td>
<td>0-5</td>
</tr>
<tr>
<td>25</td>
<td>5804.399</td>
<td>6155.251</td>
<td>5715.777</td>
<td>0-6</td>
</tr>
<tr>
<td>30</td>
<td>5122.226</td>
<td>5465.033</td>
<td>4998.492</td>
<td>0-8</td>
</tr>
<tr>
<td>35</td>
<td>4708.024</td>
<td>5013.738</td>
<td>4600.623</td>
<td>0-9</td>
</tr>
<tr>
<td>40</td>
<td>4349.791</td>
<td>4611.287</td>
<td>4250.913</td>
<td>0-8</td>
</tr>
<tr>
<td>45</td>
<td>4049.786</td>
<td>4306.700</td>
<td>3960.126</td>
<td>0-8</td>
</tr>
<tr>
<td>50</td>
<td>3796.301</td>
<td>4066.063</td>
<td>3738.607</td>
<td>0-8</td>
</tr>
</tbody>
</table>

Table 2 further shows how the best OFVs derived from the four algorithms vary among these algorithms. Note that the CPLEX algorithm that gives the exact solutions fails to produce a result higher than complexity level 0. The reason for this is that the location problem addressed in this study is too complex, even when the representation of the road network is at the simplest level (level 0). Imp-GA gives the best solutions. However, for the same facility number, the improvements of the OFVs are rather small compared to Greedy and SA, and the largest improvement is only 2.78%, i.e. approximately 122 meters shorter in network travel distance. Table 2 also shows that the algorithms show a different requirement of network complexity for finding better solutions by including the road levels. However, the differences between the Greedy and imp-GA OFVs are just 1-2 percent. For $p=20$, or larger, the SA gives an OFV that is 8 to 9 percent worse than the OFV from the imp-GA. Whereas, the computation time and computation effort of imp-GA become tremendously large, so that the results cannot be derived for the most complex of the road networks within the time threshold of 48 hours, which is not the case for Greedy and SA.
4.3 Sensitivity to facility numbers

Based on Figure 3 and Table 2, the changes of facility numbers do not introduce obvious changes either in the complexity level or among the algorithms. Figure 4 visualizes the spatial distribution of the optimal locations found by imp-GA.

Figure 4. Distribution of optimal locations ($p$ from 5 to 40) found by imp-GA on the study area Dalarna

In general, the optimal locations found when $p$ is low remain as optimal locations when $p$ increases. The locations are mostly on the major roads in the road network and correspond very well with the complexity structure, as shown in Figure 2(a). This further indicates that the increase in complexity of the road network above level 0-5 does have a limited influence on the spatial distribution of the optimal facility locations. To make the location-allocation practical in transportation and land-use planning, a location that decreases the travel distance a few hundred meters is not appealing, compared to the risk of losing the attraction of customers due to poor accessibility on a denser road network, especially when the road network is asymmetrically distributed.
5. Concluding discussion

This paper aims to investigate how the changes of road network complexity influence the optimal facility locations by applying the widely used p-median model. In addition, to provide further insights on computation complexity and location problems from intra-urban to inter-urban, a detailed sensitivity analysis of four algorithms and various facility numbers is conducted on a specific case study, namely, Dalarna province, Sweden.

The road network has hierarchical road levels and an asymmetrical structure, where the European highway forms the simplest road network with 452 candidate nodes, while the most complex road network includes all the roads up to the smallest level of the local and private streets, with 67,020 candidate nodes.

The main result indicates that there is a limit to how complex the road network needs to be to find the best solutions. When the complexity of the road network continues to increase after a certain level the solutions barely improve, but even deteriorate. We found that the choice of algorithms and facility number $p$ has little to no impact on the results, although due to differences in the mechanics of the algorithm, there are some variations among the algorithms. The most complex level of road network (including local streets) is not preferable, especially when the number of the facility is less than 20. The spatial distributions of the optimal locations show that optimal locations found for smaller $p$ remain as part of the optimal locations when $p$ increases.

The specific complexity level that is found efficient here might be case-specific, and additional empirical analysis on other cases is needed. In the p-median model, people are assumed to always choose the closest facility and neglect the multiple purpose travel, or the heterogeneous preferences on facilities. Therefore, using the gravity p-median model (Drezner and Drezner, 2007) would provide more insight into the impact of road network complexity on optimal facility locations for aiding the decision-making in location and transportation planning.
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**Appendix**
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**Figure A1.** Variations from Greedy in excess distances (in percent) compared to the best solutions for an increased complexity level. The x-axis shows the complexity level. The y-axis shows the difference in percentage between the best solution and the current solution in accordance to \(|\frac{\text{current solution} - \text{best solution}}{\text{current solution}}| \times 100\%).
Figure A2. Variations from SA in excess distances (in percent) compared to the best solutions for an increased complexity level. The x-axis shows the complexity level. The y-axis shows the difference in percentage between the best solution and the current solution in accordance to \[\frac{|\text{current solution} - \text{best solution}|}{\text{current solution}} \times 100\%\).

Figure A3. Variations from imp-GA in excess distances (in percent) compared to the best solutions for an increased complexity level. The x-axis shows the complexity level. The y-axis shows the difference in percentage between the best solution and the current solution in accordance to \[\frac{|\text{current solution} - \text{best solution}|}{\text{current solution}} \times 100\%\).
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ABSTRACT

The advancement of GPS technology has made it possible to use GPS devices as orientation and navigation tools, but also as tools to track spatio-temporal information. GPS tracking data can be broadly applied in location-based services, such as spatial distribution of the economy, transportation routing and planning, traffic management and environmental control. Therefore, knowledge of how to process the data from a standard GPS device is crucial for further use. Previous studies have considered various issues of the data processing at the time. This paper, however, aims to outline a general procedure for processing GPS tracking data. The procedure is illustrated step by step by the processing of real-world GPS data of car movements in Borlänge in the centre of Sweden.
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1. Introduction

Global Positioning System (GPS) technology has developed enormously in the last few decades and it continues to improve. The use of a portable device, such as a smartphone or other communication devices with built-in GPS for navigation and orientation, is nowadays common.

GPS devices can also track mobile objects with regard to longitude, latitude, time, speed and altitude at regular time intervals. This temporal and spatial information can be used for investigating the activities of people and their induced effects. It is possible to use the unprocessed GPS tracking data; however, its usage is limited to rather few aspects, namely those only requiring recorded speed, coordinates and time. Several studies have addressed certain issues that arise in processing GPS tracking data. For instance, Kharrat et al. (2008) proposed an algorithm (NETSCAN) for mobile object clustering and applied it in an environment constrained by a network. Giannotti et al. (2011) presented a query and data mining system named M-Atlas, but noted that it is difficult to transform GPS tracking data into mobility knowledge. Etienne, Devogele, and Bouju (2012) provided a method for detecting outliers of spatio-temporal trajectories with primary applicability for travel behaviour analysis.

However, no study has attempted to discuss all issues related to processing GPS tracking data simultaneously, let alone provided a procedure or open source code with detailed
information for doing so. The aim of this paper is to address several of the issues arising in processing GPS tracking data and thereby outline a general procedure for the data processing. Moreover, the program code in the process is public as a reference for use of interest. The study is carried out using real-world GPS tracking data of some 300 cars that were originally collected for the purpose of studying CO₂ emissions induced by retailing.

The processing of the GPS tracking data requires a clear definition of movement, a detailed understanding of the capability of the GPS device and the output of the GPS logger, access to digital data of the road network as well as methods for matching the GPS data and the network. All this is discussed in the paper. Descriptive statistics and visualised maps are used to summarise and illustrate the mobility patterns. The technical documentation of the data processing in this paper is detailed in the interest of readily being replicable on the same or similar type of data. The data in this paper are freely available upon requesting it from the author.

Section 2 of this paper gives an overview of the related literature. Section 3 provides details of the data collection. In Section 4, definition of movement is given and the processing of the data in the plane is described. In Section 5, the movements are further processed to obey the restrictions imposed by the network and the mobility pattern is visualised by maps. Section 6 concludes the paper.

2. Literature review

The application of GPS has increased in location-based services and intelligent transportation system as a consequence of the popularity of portable, low-cost GPS devices. There is a large body of studies that has integrated GPS in the areas of ecology (Steiner et al. 2000; Tuner et al. 2000; Cagnacci et al. 2010), agriculture (Stafford 2000; Auernhammer 2001; Zhang, Wang, and Wang 2002) and sports (Couts and Duffield 2010; Aughey 2011). The main common feature of these research areas is that there is no underlying road network that confines the mobile objects. However, the road network is a confinement in many mobility studies relying on GPS tracking data (Van Schaick 2010). This paper focuses on GPS tracking data restricted to a road network; there are three broad aspects that have been of concern in this area of research.

Firstly, GPS tracking has been conducted for the purpose of improving the quality and the quantity of travel data. For instance, Wagner (1997), Casas and Arce (1999), Draijer, Kalfs, and Perdok (2000) and Doherty et al. (2001), respectively, have conducted comprehensive data collection with GPS in Lexington, Austin, Quebec City and the Netherlands to test this method vs. ordinary travel diaries. They found that sufficient and valuable travel information could be obtained.

Wolf (2000) checked if GPS data could substitute, rather than supplement, the traditional travel diary. In a later study, Wolf, Guensler, and Bachman (2001) used GPS data to collect travel data in personal vehicles and demonstrated that it is possible to derive trip purpose from the data. Gruteser and Grunwald (2003) studied whether it is technically feasible to reduce the privacy risk in location identification. Leduc (2008) conducted a snapshot of the development of traffic data collection methods and discussed the potentials and challenges related to emerging technologies.

Secondly, using GPS data over a certain period of time to analyse human mobility and travel behaviour on a road network is important. The prime advantage of using GPS is that
it provides real-time spatial and temporal information of the entire trip (Grengs, Wang, and Kostyniuk 2008), upon which it is possible to identify travel time and distance, origin and destination as well as stops. Patterson et al. (2003) applied GPS tracking to classify a user’s transportation mode of car, bus or walk as well as to predict the individual’s most probable route. Askbrook and Starner (2003), Krumm and Horvitz (2006) and Liao et al. (2007) aimed to understand individuals’ outdoor movements using GPS data and to extract individuals’ significant places and predict their movements.

Li et al. (2004) inspected the travel time variation in commuting trips, the route choice and the effects on departure time based on GPS data. Zheng et al. (2009, 2010) provided approaches to identify culturally important locations, travel sequences and to differentiate between walking, driving, taking a bus and riding a bike. Huang and Levinson (2012) analysed the influence of movement on a road network and clustered their destinations based on GPS data in the Twin Cities; they found that higher accessibility and diversity of retail services around the destination are more attractive. Schönfelder et al. (2006) concluded that the use of GPS data for travel behaviour analysis could provide unique insight into the structure, size and stability of human activity spaces.

Thirdly, evaluation of GPS data performance is necessary. Positioning technologies based on stand-alone GPS receivers are vulnerable and have to be supported by additional information to obtain the desired accuracy, integrity and availability (Skog and Handel 2009). It is difficult to obtain accurate GPS data since its performance depends not only on the features of the sensor, the GPS receiver and the vehicle model, but also on the trajectory dynamics and environments. It is even more challenging in urban environments, buildings may block satellite signals, forcing the GPS receiver to work with a poor geometric constellation of satellites, thereby reducing the accuracy of the data (Huang and Tan 2006; Modsching, Kramer, and ten Hagen 2006; Godha and Cannon 2007). Marais, Berbineau, and Heddebaut (2005) found that multipath propagation of the radio signal due to reflection in surrounding objects could lead to decreased position accuracy of the GPS receiver. Schlingelhof et al. (2008) confirmed that the development of intelligent transport system applications and location-based services requires not only higher accuracy GPS, but also better reliability and integrity with auxiliary information.

Map-matching is a commonly used solution to improve the accuracy of GPS data by matching positions and trajectories to a road using a digital map of a road network. Greenfeld (2002), Bruntrup et al. (2005) and Wenk, Salas, and Pfoser (2006) applied an incremental algorithm for matching GPS positions to their most probable locations on a road network. Brakatsoulas et al. (2005) proposed three map-matching algorithms, where the trajectory nature of the data was used to improve accuracy. Mustière and Devogele (2008) provided an approach for matching networks with different levels of detail to determine one-to-many links between networks. Most map-matching studies assumed that the digital map is of high accuracy; however, there are many situations in which this is unlikely to be the case. For instance, White, Bernstein, and Kornhauser (2000) and Ochieng et al. (2009) studied map-matching algorithms to reconcile inaccurate data with a poor digital road network. Quddus, Ochieng, and Noland (2007) conducted a thorough survey of the existing map-matching algorithms and found that enhancement is needed to improve the performance of map-matching in dense urban areas with complex road networks.

To conclude, GPS tracking data have become a reliable source to continuously provide travel data over a certain period. Although high data quality cannot be guaranteed, approaches such
as map-matching have been widely used in the correction of data inaccuracy. The GPS tracking data have been broadly applied for analysis of travel behaviour and mobility prediction by processing the data; however, studies that have attempted to outline a specific procedure for the data processing and address the related issues are deficient. Therefore, efficiently processing the GPS travel data is crucial to make good use of the current data quantity and quality. Consistently adjusting and modifying the data is necessary to ensure the accuracy and validity for the further data analysis. Precisely illustrating the GPS travel data is helpful to analyse human mobility and predict travel behaviour on a road network.

3. Data collection

The data collection was conducted using a type of standard Bluetooth GPS data logger named BT-338X. Although using GPS devices to replace traditional travel diaries can reduce the collection burden and improve the data quality, there will still be substantial non-response by randomly selecting a sample of the population because it requires consent of the individual to carry the GPS device. We instead successfully negotiated an agreement with four large sports associations (Domnarvets GOIF, Kvarnsveden Hockey, Stora Tuna IK and Torsångs IP) to recruit car-owning volunteers in conducting the data collection. Each association provided approximately 75 anonymous volunteers with their home addresses. A unique ID made up of the association name and a number was assigned to each volunteer.

In total, 89 devices were shared among these volunteers according to a protocol. The device combined a GPS receiver and a data logger with a Bluetooth interface to record their
car movements. Each volunteer’s car equipped one device for one or two weeks. The device was always equipped to the same car for the duration of the tracking period. There was no guarantee that the car with the device would only be driven by the registered volunteer because this car could be shared by all the members in the household. This is however not a concern since the car movements were the tracking target.

The volunteers were aware of the atypical situations such as failed to charge or carry the device, device malfunction or car issues. The data collection was undertaken from 29 March to 15 May in 2011 and the successful compliance attained to be 95%. The device activated tracking every 5 or 30 s. The recorded information included date, time, longitude, latitude and speed. There were 309,263 valid positional recordings after removing 5402 invalid ones due to signal loss. The data were stored in 316 log files, one for each volunteer.

Figure 1 illustrates the residential distribution of the volunteers and all the residents in Borlänge. The volunteers are spread out in Borlänge in a pattern similar to all the residents. Due to the requirement that every volunteer must possess a car, the volunteers will appear less concentrated in the centremost area compared to all other residents in general. The four sport associations shown by the red triangles are dispersely located in the city. Most of the volunteers reside in Borlänge; however, the spatial extension of their movements covered more than half of the entire territory of Sweden (Jia et al. 2012). The focus of this paper is the processing of the predominant movements in Borlänge city.

4. Processing GPS data on the plane

4.1. Data from the GPS logger file

The original GPS tracking data from volunteers were recorded into DataLogger files. Each DataLogger file consists of three main variables, Date, TP and positional recording. The variable Date notes the latest date and time when the file was loaded from the device to the computer using the software GlobalSat Data Logger PC Utility. It is in the format of yyyy-mm-dd-tt:mm:ss. The variable TP represents the tracks, in which a track is defined as the sequentially linked line based on a number of positional recordings in a specific time period. Each positional recording contains the information in the sequence of latitude, longitude, time, date, speed and altitude. The longitude and latitude are referenced by the World Geodetic System 84 (WGS 84) in the degrees:decimal:minutes format and are measured with a precision of 5 m. The time is in the format of tt:mm:ss. The date is in the format of dd-mm-yy. The speed was measured in the unit of km/h. The altitude was not recorded and was assigned the value −1.

Figure 2 shows an example of a DataLogger file from volunteer Domnarvet11. The Date shows that the file was loaded at 2011-04-29-13:15:56. The TP 1 = 001, 2011-04-05:20:20:27 signifies that the first track was assigned to 001 and it started on date 2011-04-05 and at time 20:20:27. The volunteer Domnarvet11 made 17 tracks in total.

The first track contains 16 positional recordings with numerators from 1 to 16. Specifically, 1 = 60,298,968; 15,282,927; 182,027; 50,411, 6240, −1 indicate that the latitude is 6029.8968, longitude is 1528.2927, the time is 182027 (which is 18:20:27), the date is 50411 (which is 05-04-2011), the speed is 62.40 km/h and the altitude is filled as −1. The listed time is 2 h earlier than the actual local time due to the change of the summer time; therefore, the listed time plus 2 h is the actual local time in recording the positions.

Table 1 shows the number of valid GPS DataLogger files from the volunteers. There are 48 from Domnarvet GOIF, 59 from Kvarnsveden Hockey, 58 from Torsång IP and 71 from
StoraTuna IKA. Additional 80 volunteers from StoraTuna were recruited during the data collection and were assigned as the group of StoraTuna IK B.

Further, we parse the original data into a matrix with eight variables. The Date variable is excluded because it does not provide any information regarding the car movements. In this matrix, the variable TP is named as TRACK_ID and the variable positional recording is represented by six variables named as PR_ID, LATITUDE, LONGITUDE, TIME, DATE and VELOCITY. The abbreviation of PR_ID means the positional recording ID. The identification for a volunteer is displayed as USER_ID. Figure 3 shows this structure and all the variables.
4.2. Descriptive statistics of the processed GPS data

There were 316 volunteers who made 5180 tracks with 309,263 positional recordings according to the reorganised data. Table 2 exhibits that the volunteers made at least 1 and at most 66,531 positional recordings during the tracking period. In total, 73 single positional recordings that cannot compose a track are deleted. The median number of positional recordings in each track is 79, while the minimum is 2 and the maximum is 95. The number of tracks varies from 1 to 734 and 75% of the volunteers have made less than 17 tracks.

The raw time and date were recorded separately in the GPS log file and cannot be used for calculations such as the time span between certain positional recordings or the time differences among tracks. Therefore, the Unix Time Stamp is used to convert the recorded date and time into the number of seconds that have elapsed since 00:00:00 Coordinated Universal Time (UTC), Thursday, 1 January 1970, not counting leap seconds.

The time span between two neighbouring positional recordings was mostly 5 or 30 s if the car did not go to a tortuous location (Jia et al. 2012) or stayed at the same location for a long time. 37.7% of the recordings have a time span of 5 s and 54.3% have a time span of 30 s. The maximum time span was 342,775 s. The reason for the very large time span was that
if the car has stopped moving, but the device was kept on, the tracking would pause. If the number of previous recordings in that track was less than 95, the next positional recording would be added when the car continued to move and tracking started again.

The Euclidean distance between two neighbouring positional recordings in one track is calculated and added together. The sum is the distance of this track in the plane. This measurement of the distance underestimates the real network distance that the car has travelled because it is impossible to always directly drive in straight lines from one location to another when travel on the real road network. The underestimation error could become smaller when the positional recordings are more intensive. However, it is difficult to constantly acquire all positions that the car has covered. The distance measure can be varied in this step and should be chosen carefully in this step considering the application focus and the trade-off between the frequency of the positional recordings and the desired accuracy.

In this specific case, the underestimation could be regarded as acceptable, considering that 92% of the positional recordings are tracked with a fairly high frequency of 5 or 30 s. There are huge variations in travel distance as is shown in Table 2. The minimum distance for one track was 2 m, while the maximum was 117,722 m. The total distance that the volunteers had travelled varied from 3767 to 2,471,518 m.

The recorded instantaneous speed is the speed that the car has at the moment of recording. The average speed of the car on a track segment is calculated using the distance and the time length between two neighbouring positional recordings. The average speed of a
volunteer can be derived in the same way. A conversion from km/h to m/s is done in order to be consistent with the measurement of distance (m) and time (s). The median of the average speed for all tracks was 11.4 m/s, while for all volunteers it was 13.3 m/s.

We randomly select 10 tracks from those 5180 tracks, and then generate the scatter plot with the linear regression line between the instantaneous speed and the average speed as shown in Figure 4. Most of the points line up in a fairly straight red line, the slope approximately equals to one compared to the straight green line. The scatter plot indicates that there is a strong positive linear association between the instantaneous speed and the average speed, although the relation is weaker in the low velocities than in the higher ones.

Purposive locations are positions with drastic changes in time, distance or angle along the movement trajectories of the individual volunteers (Jia et al. 2012). It is understandable that a track consists of purposive locations and this leads to the ambiguous issues in defining tracks. It is reasonable to assume a volunteer to stop and finish a certain activity in about or more than 10 min. Therefore, locations where the time interval exceeds a threshold of 550 s are identified and the tracks are thereafter redefined.

If there is no time span over 550 s between two neighbouring positional recordings through the whole track, then keep the information of the start and end points, then assign a \text{TRACK_ID} to this track. If at least one time span over 550 s is identified and in addition, the distance between the neighbouring positional recordings is less than 2 km, the old track will then be redefined. As is shown in Figure 5, the time span between positions A and B is larger than 550 s; A will be regarded as the end point for the first track, while B which happens to be straight after A will be regarded as the start point for the second track. This original track will then be segmented into two tracks and each track will be assigned a unique \text{TRACK_ID}. In total, 6534 time spans are identified and there are 8736 tracks after the redefinition.

5. Processing GPS data on the road network

5.1. Linking positional recordings to tracks

The longitude and latitude of GPS data are referenced by the world geographic coordinate system WGS 84 in the format of degrees:decimal:minutes. We first convert the WGS 84 degrees:decimal:minutes into the WGS 84 decimal degree. Considering that the Swedish projected coordinate system SWEREF99_TMR is used in the digital map of Dalarna road network from the National Road Database (NVDB) in Sweden, the transformation from the WGS 84 decimal degree to the SWEREF99_TMR is then conducted. Figure 6(a) illustrates the distribution of 309,190 positional recordings from the volunteers; they are intensive and highly overlapped in the centre area. The small enlarged map in Figure 6(a) illustrates how the positional recordings are arranged. Figure 6(b) illustrates the tracks by linking the positional recordings sequentially based on the time of occurrence.

5.2. Matching positional recordings to the road network

As the device did not continuously track the position every second, but rather with 5 or 30 s intervals, it is hard to examine how the car has moved during this time span. Moreover, a standard GPS device is usually sensitive to the surroundings. It cannot continuously provide
accurate data, but with an error rate of 5 m according to the manual. Now, we define a trip as the link of all the positional recordings over which the car has travelled on the road network. The previously defined tracks on the plane as shown in Figure 6(b) are therefore not identical to the trips of real car movements on the road network.

It is possible to increase the recording frequency and equip more devices on one car to increase the reliability of data. However, that would be problematic due to the increase of control factors. Additional information and post-processing techniques provide the ability to improve the current data performance without inducing any data collection uncertainty. As for the individuals’ travel data, the underlying road network provides reliable auxiliary information to verify the data accuracy and improve the usability. The goal is to match the GPS tracking data of the car movements to the real road network using a map-matching algorithm and a spatial join tool.

Figure 6. (a) Positional recordings from all the volunteers. (b) Tracks from all the volunteers.
Before the matching, we verify that not all positional recordings are on the road. As is shown in Figure 7, there are positional recordings such as a, b, c and d that are off the road with a certain distance. Tracks from linking such positional recordings would then cause a deviation from the real trips.

Figure 8 illustrates the situation after zooming in on the area that has the highest density of the tracks. In Figure 8(a), it is difficult to see any potential relationship between the data and the road network due to the messy visualisation.

One cause for the messy visualisation is that some movements of the cars are far off the road network due to errors of the positional recordings. The errors vary among different devices. If all the positions that occurred at the same location were recorded correctly and were consistent with the road nodes, the tracks would have been highly overlapping. The distance between each track on the same road would have been less than 14 m, considering the width of the present national two-lane road.

A single track is a track that has only been travelled on once by a single volunteer. Single tracks from a volunteer may occur due to the error in positional recordings. They can also be formed by taking unknown shortcuts or illegal paths since the route choice varies among individuals. Usually, drivers would prefer a shorter distance and an easier path due to fuel consumption, travel time and other costs. A driver may take a shortcut only known to him; therefore, he can avoid taking the detour and the tortuous locations. A driver can also be incorrectly guided if he is not familiar with the roads; he could drive into dead-end roads and then have to turn around. Reasons behind this are complex and difficult to identify. We therefore exclude all single tracks which were only conducted by one volunteer and deviated more than 5 m from the roads, as is illustrated in Figure 8(b). There are 39 single tracks identified from the whole 5107 tracks; thereafter, 5068 tracks remain.

5.2.1. Map-matching
Map-matching is a commonly used approach for correcting off-road positions. Brakatsoulas et al. (2005) concluded that global map-matching algorithms produce better matching results than incremental algorithms, while an incremental method runs fast and performs
well when the sampling frequency is within 5 s (Lou et al., 2009). The running time for incremental and global methods is $O(n)$ and $O(mn \log^2 mn)$, where $n$ is the number of positional recordings in a track and $m$ is the total number of edges and vertices in the road network.

Figure 8. (a) The highest density of tracks with the underlying road network before removing all single tracks. (b) The highest density of tracks with the underlying road network after removing all single tracks.
Although map-matching will be time-consuming with a large GPS data-set in a complex road network, improvement for decreasing time complexity and increasing robustness is possible. This is a recommended procedure for processing GPS data since it improves the data performance with showing the spatial geometric and topological structures of movements along the road network.

In this paper, 92% of the data have a high sampling frequency of 5 or 30 s; running map-matching on all the positional recordings in the whole road network will have high

**Figure 9.** An example of map-matching an off-road track: (a) the off-road track, (b) the map-matching correction and (c) the trip after map-match.
complexity; we therefore applied a global map-matching algorithm using a small subset of the whole data as an example for illustration. The subset consists of 285 GPS positions, a road network section of 1458 vertices and 677 road segments. Figure 9 illustrates an example.

**Figure 10.** (a) A number of positional recordings in the earth image. (b) The map-matching gave big error in correction.
of matching an off-road track to the road network, in which Figure 9(a) shows that the off-road track is matched to the road and the correction is shown in Figure 9(b) and (c) shows the trip after the match.

However, map-matching cannot always provide good results (Quddus et al. 2007). As is shown in the real earth image in Figure 10(a), the positional recordings from the GPS data show that the volunteer drove through a school building from the start point S to the end point E, which cannot be true. These positional recordings are then matched to the two nearest roads with correction lines as is illustrated in Figure 10(b). However, this volunteer can never arrive to E from S if he just travelled on the two peculiar road parts as matched. The error of map-matching in such case could be due to the inaccuracy of the GPS data, the insufficiency of the road network map or the inappropriate use of the GPS device. This problem further exhibits the necessity of data processing to uncover the performance of the
data. Studies reviewed in this paper have investigated some possible causes and solutions to improve the data performance of reliability, accuracy, availability and integrity.

5.2.2. Spatial join

Another crucial part is to show the spatio-temporal relationships of the tracks, which can be achieved by spatial join (Orenstein 1986). Spatial join tool is a technical implementation to compile the functionalities of spatial join. The spatial join tool in Arc GIS is one of the spatial geo-processing tools that is recommended for showing the features of movements if the data-sets are large or complex or both. In this procedure, 5068 volunteers’ tracks from 306,664 positional recordings are matched by 3521 road segments.

Figure 11 illustrates that most of the roads in the centremost area have less than 100 positional recordings, which happened primarily on the local roads or private streets. Roads that have between 101 and 500 positional recordings are the second most common, which take place mainly on the national roads. This is due to the usage and load capacity of the roads; the maximum number of joined positions to a road is 28,818.

Given a tolerance of 5 m, 90% of the trips on the plane match the road network. It captures the complexity of the real car movements in urban areas. We can further visualise the variation of average velocities on the road network by connecting velocities onto a map. Figure 12 illustrates the variation of speed when cars drive on the roads of the centremost area.
area, given a speed limit of 40 km/h. Most of the cars drive within 40 km/h due to the influence of the surroundings, road conditions, speed limit and other restrictions.

6. Conclusion

This paper aims to outline a general procedure for processing GPS tracking data and to discuss all issues related in the processing. The procedure is illustrated step by step by processing the real-world GPS data of 300 car movements that predominantly happened in a centre city of Sweden, Borlänge. The procedure provides a detailed understanding of the capability of GPS devices and the output of the data. In addition, post-processing techniques with auxiliary information are found necessary and important for solving the inaccuracy of GPS data. The procedure applies methods to match GPS data with the road network in order to improve the data performance based on a clear definition of movement.

The processed data and the generated maps from the procedure can be used on a broad range of researches and applications. Processing the same or similar data types can provide valuable information to discriminate mobility patterns, derive accurate inference for environmental control, urban planning, location-based services and transportation management. It can also provide useful reference information for adjusting and improving the accuracy of the current GPS tracking devices.

In the future, the time threshold for defining the stops within one track could be changed and differences could be compared. The tolerance used in the reduction of the single tracks may also be altered to minimise the induced bias when precise matching is required. Other sensor information like acceleration rate and dilution of precision could be useful in processing GPS data. The performance of the procedure could be evaluated by processing GPS data from other types of GPS devices and transportation modes.
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Residential planning, driver mobility and CO\textsubscript{2} emission

Xiaoyun Zhao\textsuperscript{*}, Kenneth Carling, Johan Håkansson

In a city there are hotspots that attract the citizens, and most of the transportation arises when citizens move between their residence and the primary destinations (i.e. hotspots). However, an ex-ante evaluation of energy-efficient mobility and urban residential planning has seldom been conducted. Therefore, this paper proposes an ex-ante evaluation method to quantify the impacts, in terms of CO\textsubscript{2} emissions induced by intra-urban car mobility, of residential plans for various urban areas. The method is illustrated in a case study of a Swedish midsize city, which is presently preoccupied with urban planning of new residential areas in response to substantial population growth due to immigration. In general, the CO\textsubscript{2} emissions increase from the continued urban core area (CUCA), to the sub polycentric area (SPA), to the edge urbanisation area (EUA), where EUA is trice the CO\textsubscript{2} emissions of CUCA. The average travel distances also increase in the same pattern, though the relative increase is more than 4 times. Apartment buildings could be more effective in meeting residential needs and mitigating CO\textsubscript{2} emissions than dispersed single-family houses.
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1. Introduction

Mobility is inevitable in meeting our multiple needs. However, at the same time, mobility is costly. For the individual, it costs time, energy, capital and so on, while, for society, costs are commonly external, such as congestions, emissions, resources consumptions and so on. The societal costs typically increase along with urban expansion (Fujita and Thisse, 2013). Under the broad definition of cities as urbanised areas (Angel et al., 2005; Satterthwaite, 2008), some 78\% of all carbon emissions have been accredited to growing cities (Grimm et al., 2008).

At the end of 2014, the global urbanisation ratio was 54\%, and is expected to be 66\% by 2050 (United Nations, 2014). Under this urbanisation trend, transport energy use and CO\textsubscript{2} emissions are projected to increase by nearly 50\% by 2030, and more than 80\% by 2050 (International Energy Agency, 2009). On the other hand, adoption of new technologies and fuels, together with smart urban development, are two main courses for mitigating global energy-related CO\textsubscript{2} emissions by 50\%, from the current level, by 2050.

\textsuperscript{*} Xiaoyun Zhao is a PhD student in Microdata Analysis, Kenneth Carling is a professor in Statistics, and Johan Håkansson is a professor in Human Geography. All are at the School of Technology and Business Studies, Dalarna University, SE-791 88 Falun, Sweden. Corresponding author: Xiaoyun Zhao, e-mail: xzh@du.se, phone: +46-23-778509.
A considerable amount of research has been conducted all around the world to understand the ecological and social consequences of urban development (Pickett et al., 2011; Seto et al., 2011; Wang et al., 2012). Urban form reveals the relationship between a single city and its rural hinterland (Grimm et al., 2008), as well as the impact of human actions on the environment in and around a city (Alberti, 2005; Weng et al., 2007). In particular, there has been an increasing interest in identifying and understanding the effects of urban transportation pattern, as this understanding is crucially important for the design of effective urban planning and management strategies (Dieleman and Wegener, 2004; Schwarz, 2010; Dubovyk et al., 2011; Long et al., 2012; Tavares et al., 2012; Thapa & Murayama, 2010; Li et al., 2013).

Makido et al. (2012) found that the per capita CO₂ emissions from residential and passenger transports in cities is significantly correlated with spatial variables of urban form: for example, the spatial distribution of the residents and their travelled destinations. Urban planning, in particular land use for residential locations, plays an important role in shaping the structure of a city, and it greatly influences the demand for mobility (particularly by cars). Although urban forms vary in different continents, countries and cities, due to the spatial distribution of residents, urban planning policies, landscape, cultural backgrounds and economic status, and so on, the relationship between urbanisation and greenhouse gas (GHG) emissions has been broadly studied in various contexts, and urban planning and management are found to be crucial in mitigating the adverse impacts on the environment (Stead and Marshall, 2001; Schwanen, 2002; Buxton and Scheuer, 2007; Dhakal, 2008; Poumanyvong and Kaneko, 2010; Hamin and Gurran 2009; O’Neill et al., 2010; Ewing & Cervero, 2010; Li, 2011; Li et al., 2013; Naess 2012; Iwata and Managi, 2016).

Various studies indicate that increasing urban density significantly reduces per capita vehicle travel (Kenworthy and Laube, 1999, Kenworthy, 2003; Mindali et al., 2004), and results in lower fuel consumption and transport-related GHG emissions. Athens (2008) purported that a general trend towards more compact urban structures of higher densities and restricted urban expansion should be adopted to enhance sustainable travel patterns. However, according to Holden & Norland (2005), there is an ongoing debate on which urban form and land use can promote a more sustainable development. Therefore, tailored and multi-dimensional urban planning is warranted for each city and country (Dodman, 2009; Corfee-Morlot et al., 2009; Madlener & Sunak, 2011; Hoornweg et al., 2011; Kennedy et al., 2012), and city policymakers must select and implement urban planning instruments that are appropriate to the situation at hand (Iwata and Managi, 2016).

Nonetheless, regardless of the urban form under review, in most urban planning studies, it is commonly assumed that the residential locations are already fixed, while the consequences of locating various types of facilities have been studied (Dieleman et al., 2002; Krizek, 2003; Norman
et al., 2006; Perkins et al., 2009; Lindsey et al., 2011; Hong and Goodchild 2014). These studies mainly focus on an analysis of ex-post evaluation of the current urban form and its influence on the environment, and the empirical analyses are mainly done on metropolitan cities. Bourguignon and Ferreira (2003) pointed out that while the ex-post analyses examine the current situation after urban plans have been implemented, it is important to evaluate the potential impacts of counterfactual urban plans. It would be helpful for urban planners to have some estimates of how much each alternative plan would cost, and which aspect would be affected, and by how much, under each of the alternatives.

Land use-transport interaction (LUTI) models are attractive for addressing such issues as they may predict the impact of new infrastructure on the transport system (Acheampong and Silva, 2015). However, Johansen et al. (2015) argued that a LUTI model would, on the one hand, be expensive and labour-intensive to develop, and on the other hand, either too complex to understand, or too simple to capture all the urban processes. Kii et al. (2016), based on their comprehensive review, pointed out that more flexible and simplified modelling on a local scale that would extract the essences of urban activities is needed to meet the goal of mitigating emissions in urban planning. This paper proposes an ex-ante evaluation method in the spirit of LUTI models, but mainly evaluates the induced CO₂ emissions of car mobility from counterfactual urban residential plans to the primary destinations (i.e. hotspots) on a local scale, where the difference in induced CO₂ emissions of car mobility between the plans is quantified. The method is illustrated by examining a specific urban residential planning case. To the best of our knowledge, this method has not been adopted in the literature thus far.

Most studies we have reviewed have focused on examining the influence of land use and emissions in major cities. However, midsize cities are equally faced with challenges in urban planning for adapting the substantial increase of residents due to immigration and to mitigate the pollutant emissions. This paper considers a midsize city for the implementation of the method. The paper is structured as follows. Section 2 introduces the methodology. Section 3 describes the data used in the empirical case study, and Section 4 presents the results of the analysis. Section 5 concludes the paper.

2. Methodology

2.1 Ex-ante evaluation

Mobility is necessary for people to meet multiple needs, whereby intra-urban mobility between residential locations and hotspots is a primary part. Meanwhile, mobility induces negative externalities, such as CO₂ emissions. The proposed ex-ante evaluation method focuses on quantifying the impacts in terms of CO₂ emissions induced by intra-urban car mobility expected to
follow as a consequence of the adoption of residential plans in various urban areas. Essentially, ex-ante evaluation is a “what-if” analysis (Bourguignon and Ferreira, 2003). In this paper, two main questions are in focus:

1. What could be the change, compared to the current situation regarding CO₂ emissions in the city, if the residential plans were adopted?
2. Which subset of residential plans would reduce the CO₂ emissions the most if adopted?

To implement this ex-ante evaluation, first, the current origins and counterfactual origins, current destinations and counterfactual destinations of the residents in the city need to be identified. Second, the emissions induced by moving from the origins to the destinations need to be quantified, where a network that gives the induced emissions by the mobility of cars is necessary for the quantification. Having constructed this network of induced emissions (in what follows denoted NoIEs), the emissions between any origins to any destination could readily be computed. From this, we may compare the current CO₂ emissions of a city (the factual case) with the residential plans (the counterfactual), and thereby evaluate the expected change in CO₂ emissions due to the mobility in the city arising from the adoption of some, or all of, the residential plans in the counterfactual scenarios.

2.2 Network of induced emissions (NoIEs)

In constructing the NoIEs, a model is needed for estimating the emissions based on cars’ mobility. Stead (1999) suggested using travel length as a proxy for vehicle emissions due to the ease in collection and computation; but this estimate is too coarse in the intra-urban mobility (Carling et al., 2013). Wielenmann et al. (2005) used average speed to estimate emissions from road traffic. They, however, overlooked that different driving behaviour and vehicle dynamics may nonetheless yield the same average speed. Davis et al. (2005) applied the international vehicle emissions (IVE) model. But obtaining the comprehensive conditions of vehicles and circumstance factors is complicated, and commonly it is found in these models that factors like speed, time, distance, acceleration and deceleration are crucial in estimating emissions (Demir et al., 2014).

Oguchi et al. (2002) proposed a model that uses these crucial factors, and it is particularly suitable for GPS tracking data that is commonly collected in the transportation field nowadays. The model estimates CO₂ emissions by considering the instantaneous working conditions of an on-road vehicle, such as speed change in terms of acceleration or deceleration, total travel time τ, and total travel distance D. In their model, change in speed is an important component, denoted by the indicator function δτ, being one when the observed speed is higher than at the previous time point.

---

1 We regard the starting point of a trip as an origin, and the end point of the trip as a destination.
and zero otherwise. This means that the acceleration deduced by the travel speeds \( v_t \) and \( v_{t-1} \) is considered. The model is

\[
E = k_c \times \left[ 0.3\tau + 0.028D + 0.056\sum_{t=2}^{T} \delta_t (v_t^2 - v_{t-1}^2) \right]^2
\]

\( E = \text{CO}_2 \) emission amount (kg)

\( k_c = \text{Coefficient of CO}_2 \) emission being 0.002322 \( \text{CO}_2 \) (kg)/gasoline (cc)

\( \tau = \text{Travel time (sec)} \)

\( D = \text{Travel distance (m)} \)

\( t = \text{Time point when speed is observed} \)

\( \delta_t = 1 \) (when the observed speed is higher than at the previous time point), 0 otherwise

\( v_t = \text{Travel speed at point t (m/sec)} \)

There is a need to distinguish between inter-urban and intra-urban traveling when it comes to estimating \( \text{CO}_2 \) emissions induced by the mobility in cars. In inter-urban traveling, the speed is fairly constant and time and distance are highly related; thus distance is the crucial determinant for the emissions. In intra-urban travel, however, constant speed is difficult to attain and the relationship between time and distance is much weaker, making speed change the crucial determinant for the emission quantity. For this reason, a good estimation of speed profile is crucial for deriving the NoIEs in an urban context, and the issue of estimating the speed profile is the focus of next subsection.

2.3 Speed profile

In what follows, and for reasons discussed below, we approximate the speed profile by a symmetric triangle function.

![Illustration of the speed profile approximation.](image)

**Figure 1. Illustration of the speed profile approximation.**

---

2 The three coefficients in the model were derived from experiments by testing real-time traffic conditions on urban roads which have been directly applied in various scenarios and found to be suitable for evaluation in estimating \( \text{CO}_2 \) emissions (Carling et al., 2013; Zhang and Zhu, 2015).
As is shown in Figure 1, line AB is a road segment, in which A and B represent the two intersections at the beginning and the end, while F represents the middle of this road segment. One car enters the road segment at A, with a low incoming speed, and then accelerates with a constant acceleration rate to attain the maximum speed in the middle of the road segment. Then, it decelerates at a constant rate to reach an outgoing speed at B, identical to the incoming speed at A. Having observed (e.g. from GPS recordings) the speed of a car at H during its travel on the road segment, the height of the triangle at the middle point (F) can be determined and thus an estimate of the maximum speed attained is provided. Upon knowing the length (distance) of the road segment, and having an estimate for the speed profile, the travel time for the road segment can be computed. Whereby, all the factors in the Oguchi et al. model (2002) have been quantified, providing for the estimation of the CO$_2$ emissions ($E$), produced by the car’s travel on the road segment.

It goes without saying that the symmetric triangle function as an approximation of the car’s speed profile is crucial for the computation of the NoELs, and a close look at the validity of the approximation is warranted. We carried out a small experiment where roads in a residential area with infrequent car trips were chosen. Three drivers drove the same route and their speeds were measured every second by a GPS receiver (BT-338X). Figure 2(a) illustrates one such route of 350m, with 5 intersections. The drivers entered the arterial road from a collector road, and then drove out again. As is evident from Figure 2(b), the cars slowed down at the entry, speeded up, slowed down before the intersection, speeded up again, and then slowed down again at the exit, with some individual variation, but roughly in line with the triangle function.

The triangle function is an approximation to enable the estimation of the speed profile, but, admittedly, with a possible risk of underestimation (further, detailed examinations of the drivers’ speed profile is given in Appendix A1). Considering that many (small) road segments in an urban area only have occasional car trips, there is a trade-off between bias and precision. The benefit of this triangle approximation is that the speed profile can be estimated (fairly accurately) by only one observation of the speed along the road segment, while any kind of elaborated, nonlinear specification requires multiple observations of the speed and would still run the risk of being highly imprecise.
Figure 2. (a) Example of road segments travelled by three volunteers with recordings every second; (b) The observed speed profile for the three volunteers, where the thick-solid line is the LOWESS curve giving the general speed pattern.

3. **Background of and data for the case city**

In Sweden, 85% of the Swedish population lives in urban areas (Statistics Sweden, 2010). By 2050, the Swedish population is expected to grow by 15%, partly due to the dramatic increase of immigration (Statistics Sweden 2011). Midsize cities and the outskirts of bigger cities are expected to
accommodate the growth in population. Urban dwellers have moved away from the urban cores to the sub-centres (Anas et al., 1998), and to urban edge areas with rising settlements. This change has increased the dependency on car transportation, which leads to an increase in the number of cars per household and distances travelled (Behan et al. 2008), and the pollutant emissions due to car traffic have likely also increased. It is therefore challenging to reach the Swedish GHG target: a 40% reduction on 1990 levels by 2020, and a vision of 100% reduction (no net emissions of GHG to the atmosphere), by 2050 (Höjer et al., 2011).

Spatial planning in Sweden is largely the concern of the municipalities (in principle, the municipalities have a planning monopoly), which is regulated by law to accommodate certain land-use restrictions laid down in the Environmental Code, although they must coordinate their actions with other planning bodies (Persson, 2013). The two statutory plans at the municipal level are the comprehensive plan, and the detailed development plan. Since 1987, every municipality has adopted these two plans for spatial planning of sustainable land use, and coordinating the location and development of buildings, infrastructures, and various land use.

Borlänge is a midsize city in mid-Sweden that is situated 220 km northwest of Stockholm. The city is about 35 square kilometres, with approximately 50,000 residents. Furthermore, it is the labour market and commercial centre for the entire Dalarna region. Moreover, the continuous growth of immigrants and the economic growth in the city have led to an increased need for urban residential development and many residential plans have recently been presented.

Borlänge city is built up around a steel rolling mill on both sides of the Dalecarlia River, and a large railway yard in the city’s south-western part, which act together as barriers for the development of residential areas in the city. Together with the old central business district along Stationgatan in the city core, the areas of Norra Backar, Domnarvet, Kvarnsvenden are sub-centres shaping the city in a heterogeneous polycentric pattern (Kloosterman & Musterd, 2001). The sub-centres have gradually been incorporated into an expanding, but coherent urban area, built around the original urban core. Other areas are newly spawned at nodes of the transportation network, far from the urban core, to sprawl the urbanisation to the edge area that is tangent to the city. We therefore categorise the city as follows: continued urban core area (CUCA), sub polycentric area (SPA) and edge urbanisation area (EUA).

Borlänge’s development trends and housing styles tend to be quite typical of many other midsize cities in Sweden. The relatively compact central core and the polycentric sprawl pattern are also common to many midsize cities in Europe. The digital representation of residence and road network of Borlänge is detailed by the municipality and the National Road Data Base (NVDB). The current residents of the city are geo-coded into grids of 0.0625km². We have identified the 1,291
centroid points of the grids, assigned the number of residents to each of the centroid points, as the grids’ weight, and regard centroid points of the grids as the currently existing origins. Figure 3 illustrates how the residents of Borlänge are unevenly distributed in CUCA, SPA and EUA.

Figure 3. Planned new residential locations, according to the municipality’s land planning office and the current residential distribution in Borlänge.

Figure 3 also illustrates the detailed residential development plan (expected to be adopted in the coming 5-15 years), according to the municipality’s land plan office. Overall, the plan is to build new apartment buildings, single-family houses in the CUCA, SPA and EUA, by reusing abandoned places, parking lots and unexploited locations. 2,156 apartments are planned to be built at 12 locations to accommodate approximately 5,000 residents. 38 unexploited locations are planned to be developed into single-family houses for approximately 200 residents. In the CUCA, 4 apartment buildings that provide multiple residential units, and in a more compact pattern, are planned to be located. 7 apartment buildings and 25 single-family houses are planned in SPA, in a highly concentrated pattern adding to the current structure, while in EUA, there are plans for 1 apartment building and 13 single-family houses, dispersedly distributed to the north, south, and east of Borlänge.
In total, the plan is to meet the need for a population growth of 2% per year, which is a dramatic population increase compared to the average 0.4% annual population growth in the European Union\(^3\). The 50 planned residential locations, with a weight proportional to the planned number of residents, in the analysis are the counterfactual origins.

The mobility of cars in Borlänge is required for constructing the NoIEs for the city. We do this by making use of the observed mobility of 303 volunteers (residents of Borlänge), who were recruited via four sport clubs for mobility data collection from March 29 to May 15, 2011. Each volunteer was equipped with a GPS receiver (BT-338X) in the car to record their daily in-car mobility, where recordings were made every 30 seconds when the car was moving. The recordings provide information on geographical position, speed, date and time, and 154,579 valid recordings occurring in Borlänge are used for the data analysis in this paper (for details, see Zhao, 2015).

One question is: to what extent does the spatial distribution of the volunteers correspond to the spatial distribution of the population in Borlänge? Zhao (2015) demonstrated that the volunteers are spread throughout the city in a pattern similar to the overall population. However, in recruiting the volunteers, possession of a car was required. Presumably, people who live in SPA and EUA are more likely to own a car than those who live in CUCA, which explains why the volunteers have been found to be somewhat less concentrated in the CUCA area than the overall population.

Car driving must take place on the road network. The GPS recordings, however, are not always on the road network due to measurement errors, and data cleaning was therefore required before the analysis. According to the manufacturer, the BT-338X model should provide a geographical positioning within an error of 5 meters, and we therefore have applied a 5-meter tolerance in identifying valid recordings, and, as a consequence, have kept 129,353 recordings out of the original 154,579.

We use the speed information from the recordings to estimate the speed profile for each trip on a road segment in Borlänge. However, we first identified all recordings at intersections between road segments and those that connected to roundabouts, for which the average speed was 15 and 20 km/h. These values were used as the incoming and outgoing speed, respectively. The estimated CO\(_2\) emissions per trip for a road segment were derived by computing the average value of \(E\) over all trips that had been made by the volunteers on the road segment\(^4\).


\(^4\) A truncation is applied for the estimate of the middle speed, if the speed profile implied that the maximum speed exceeds the speed limit plus 30km/h, then we trim this one as set to be the speed limit plus 30km/h. For road segments that have no recordings, the speed limit is assigned to the middle position.
We now turn to the identification of the primary destinations (i.e. hotspots) of the residents of Borlänge. The GPS receiver stops the recording once the car stops moving. 87% of the recordings indicated a moving car, while 13% of the recordings indicate that the car had stopped. There are two main explanations as to why a car stopped moving. One is for traffic reasons, such as traffic lights or queuing. The other is arrival at the destination. To identify destinations, we need to separate these two cases, and we have followed Jia et al. (2013) and classified any stop lasting less than 550 seconds as part of an ongoing trip, thus refraining from considering the location of the stop as a destination. For 7% of the recordings, the car starts moving again within 550 seconds, and thus the remaining 6% of the recordings are considered to identify the destination of the trip.

These 6% (or 7,932 recording positions) are identified as destinations and they are observed at multiple places, such as work places, kindergartens and schools, grocery stores and other types of stores, sports-arenas, as well as recreational areas on the edge of the city.

![Figure 4. The spatial distribution of the 51 hotspots and their attractiveness.](image-url)
The hotspots with the highest density are identified in the three main commercial areas: Kupolen in SPA, the city centre in CUCA, and Borlänge’s largest grocery store, ICA Maxi, in SPA. These three destinations are hotspots, not only because they attract by a concentration of stores and restaurants, but also because they are important work places due to labour intensive work in the services sector\(^5\).

The number of observed destinations is very high, though most of these destinations are very seldom visited and therefore have little influence on the mobility in Borlänge. We have identified the 51 hotspots in Borlänge that attract more than 90% of all the trips in the city. These are depicted in Figure 4, and most of them are situated in the CUCA and SPA areas. In the counterfactual analysis, we assume that these factual destinations also are the counterfactual destinations, i.e. we expect future residents to live in the areas planned for residential areas to be attracted (to the same degree) by today’s hotspots.

### 4. Results

Figure 5 shows the NoIEs of Borlänge standardised by the length of the road segment. “Low” indicates the 25 per cent of roads with the lowest emissions, “high” indicates the 25 per cent of roads with the highest emissions, while the remaining are the roads with medium-level emissions.

Emissions are high on some of the most frequently travelled roads, but also on the small streets in the residential areas. This heterogeneity implies that the residents’ choice between the shortest, fastest or least emitting routes will affect the emissions generated by the mobility on the road network. In the ex-ante evaluation in this paper, we impose that residents opt for the shortest route as this has been found to be the best approximation to the residents’ behaviour (Carling et al., 2013; Jia et al., 2013).

The origin-destination CO\(_2\) emissions matrixes were constructed based on the NoIEs, weights were applied to each of the 51 hotspots proportional to the frequency in which the hotspots were visited. Currently, the average travel distance is 5.85 km, and the CO\(_2\) emission per trip is 1.94 kg in Borlänge. The result of the counterfactual situation shows that 8 plans would imply lower CO\(_2\) emissions than currently (detail information in Appendix, Table A2). These 8 locations amount to 47% of the planned residencies. Figure 6 shows that these 8 plans are apartment buildings to be located in CUCA and SPA. Relating to the current 1.94 kg of CO\(_2\) emissions per trip, we classify the 50 residential plans into “lower”, “similar” (within 15% of 1.94 kg) and “higher” (above 15% of

---

\(^5\) Unsurprisingly, a great deal of car stops takes place in the residential areas as people return to their homes. In the analysis, residential areas are not considered as destinations, albeit some mobility in a city could be attributed to residents visiting other residents.
1.94 kg). There are 11 residential locations in the “similar” class planned to be 2 apartment buildings, and 7 single-family houses areas, all 11 to be located in SPA. The 31 residential locations in the class “above” are planning for 2 apartment buildings and 29 single-family houses areas and to be located in SPA and EUA.

Figure 5. Road network of induced CO$_2$ emissions (NoIEs) standardised by the length of the roads.

In general, the plans deteriorate in terms of CO$_2$ emissions from CUCA to SPA to EUA. People who live in SPA will induce 1.95 times more CO$_2$ emissions per trip than people who live in CUCA. The induced CO$_2$ emissions per trip from people who live in EUA are the highest, and 4.32 times higher than in CUCA, and 2.57 times higher than SPA. The average travel distances for residents who will live in these three types of areas also differ to a large extent. People in SPA will travel 1.84 times longer than people in CUCA, while people in EUA will travel 4.11 and 2.23 times longer, respectively, than those in CUCA and SPA.

If none of the 14 plans in EUA were adopted, the remaining 36 plans would offer a residence for 54% of the new residents, and 35% of CO$_2$ emissions would be avoided. If all the 8 and 11 plans
that are in the classes “lower” and “similar” were realised, amounting to 51% of the planned residencies, 72% of CO$_2$ emissions would be avoided. If the optimisation objective is to minimise the CO$_2$ emissions while building 90% of the residencies, the 8 plans classified as “lower”, plus the one particular apartment building plan for 2,000 residents in EUA in Öster Barkargärdet, should be adopted. These 9 plans would provide homes for 92% of the potential residents, while avoiding 89% of CO$_2$ emissions.

![Figure 6. The 50 residential plans classified into whether they improve or worsen the mobility induced CO$_2$ emissions, compared to the present situation.](image)

5. Concluding discussion

In most urban planning studies, the residential location has been considered fixed, and the consequences of where one sets up the various types of facilities has been debated. That is, the literature mainly focuses on the case of ex-post evaluation of relocating destinations, while few studies have considered an ex-ante evaluation of the location of the origins. This paper contributes by proposing an ex-ante evaluation method for quantifying the induced CO$_2$ emissions of car mobility in
a city at current and counterfactual situations. The results are compared in two dimensions, one between the current and the counterfactual situations, and the other between the counterfactual scenarios.

The empirical analysis was done for a case city (Borlänge), and considered 1,291 current residential locations, 50 counterfactual residential locations and 51 destinations in this midsize city. The urban plans were categorised into three areas, the continued urban core area (CUCA), sub polycentric area (SPA) and edge urbanisation area (EUA). The CO$_2$ emissions induced by car mobility of residents who counterfactually live in these three areas to the city’s primary 51 destinations were quantified. In general, the CO$_2$ emissions increase from CUCA to SPA to EUA (1.17 kg vs. 2.28 kg vs. 3.00 kg). The average travel distances also increase from CUCA to SPA to EUA (3.40 km vs. 6.26 km vs. 13.96 km). The estimates may somewhat underestimate the benefits for people living in CUCA, as they may use other transportation modes than cars, as studied here. For this case, however, based on a check of which transportation mode is used by residents in Borlänge for their picking up of e-commerce packages, 83% were found to use cars rather than other transportation modes$^6$, which suggests that the possible influence from other transportation mode to the result is minor.

The quantitative results indicate that urban residential plans can significantly influence CO$_2$ emissions induced by car mobility of residents. If the plans aim to increase the compactness of former urban cores and to increase the residential density of the developed sub centres, the CO$_2$ emissions can be mitigated effectively. An apartment building which can accumulate residents in a highly concentrated place would be preferable in reducing CO$_2$ emissions, which is in line with the advantages of a compact city (Burton, 2000; Holden & Norland, 2005). Urban expansion at the edge of a city could bring an increase in CO$_2$ emissions, due to long travel distance to hotspots, restricted accessibility and underdevelopment of public transport. On the other hand, in a polycentric city region, with several functional gravitation points that serve as destinations for the residents in the relatively peripheral parts, the scenario could be different, and the trade-offs between density and sustainability need to be adjusted (Naess, 2006; Reginster & Rounsevell, 2006; Westerink et al., 2013).

To be able to carry out the empirical analysis, certain simplifications, aggregations and assumptions were necessary. Firstly, we only had the residents in the city geo-coded with a precision of 250 m, and we could not identify whether a resident owned a car or not. Secondly, the speed profile used in deriving the network of the induced CO$_2$ emissions was based on data from 303

volunteers in Borlänge, and a triangle function was used as an approximation of the speed profile. Further empirical checking of this approach would be welcomed to validate the ex-ante method. Furthermore, we follow Carling et al. (2013) and Jia et al. (2013) in supposing that the residents choose the shortest routes in their intra-urban mobility. However, in multiple-purpose trips and inter-urban trips, time and cost could possibly influence the choice of route.

It is also noted that, while this study has given specific consideration to empirical evidence in Borlänge, these findings are indicative of a more general relationship between residential planning and GHG emissions in many other European cities. In addition to residential planning and GHG emissions, city planners have multiple objectives to consider. Urban planning that is solely based on promoting one single goal is no longer the solution. Being able to identify the heterogeneous demands and combine strategies under various contexts is the way forward for sustainable urban development. Nonetheless, similar empirical studies in other cities, both within and outside Europe, would be helpful in moving toward a better quantitative understanding of urban planning effects.
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**Appendix**

**A1: Detailed examination of speed profile**

The following describes the examination of validity of the triangle approximation for speed profile in detail. Figure A1-1(a) illustrates and example road of 700m that lies between a gas station STATOIL and a hotspot ICA MAXi. 1, 225 recordings from several drivers who have repeatedly driven on this road segment were obtained.

Figure A1-2 shows the speed profile of the recorded speeds. The LOWESS curve indicates that the speed profile can be approximated by a symmetric triangle function. Compared to this road segment, most road segments have much less traffic flow, even occasional car trips. As is shown in Figure A1-1(a) and Figure A1-1(b), those road segments in the red circles only have 1 or 2, or even no, recording(s). Moreover, the volunteers’ movements were measured every 30 seconds, which was insufficiently frequent to obtain recordings for the many short road segments in the city. This is problematic, as the Oguchi et al. (2002) model requires at least two speeds on a road segment to estimate the induced CO$_2$ emissions. Therefore, a post-test was conducted, where three drivers were equipped with the same GPS receivers (BT-338X) while taking the same route, and recordings were collected every second.
Figure A1-1. Example 1: (a) Positional recordings the volunteers have made on a main road; (b) Positional recordings that the volunteers have made on arterial roads and private roads.

Figure A1-3(a) shows an example route that has both the volunteers and the post-test drivers’ recordings. Along the route there is a traffic light, a speed bump, a left turn to a bigger road and a speed bump again. Hence, according to the triangle approximation, we should expect 4 occurrences of accelerations and decelerations. Figure A1-3(b) shows the speed profile from the three drivers. Although the same details for the volunteers are unavailable, we show the average speed profile for all the volunteers who travelled on this route (see Figure A1-3(c)). The post-test drivers and the volunteers behave similarly: they first speeded up then slowed down at the traffic light, then speeded up to about 40 and slowed down for the speeded bump, speeded up to about 40 again and slowed down for the left turn, again speeded up and slowed down for the speed bump, and finally speeded up to 60. Thus, both the volunteers and the post-test drivers’ speed profiles approximate to a symmetric triangle function.
Figure A1-3. Example 2: (a) The road segments that had recordings from the volunteers and the post-test drivers; (b) The speed profile of the recordings from the post-test drivers; (c) The speed profile of the recordings from the volunteers. The thick solid line is the LOWESS curve giving the general speed pattern.

In another example as is illustrated in Figure A1-4(a), the driver drove out from an arterial road to a collector road. There is one walk/bike path, one speed bump and then the driver arrives at a roundabout, so we should expect 3 sets of accelerations and decelerations. Figure A1-4(b) and Figure A1-4(c) give the (average) speed profiles of the three post-test drivers and the volunteers, respectively. Once again, they illustrate that the symmetric triangle function is fairly accurate for estimating the speed profile.
Figure A1-4. Example 3: (a) The road segments that had recordings from the volunteers and the post-test drivers; (b) The speed profile of the recordings from the post-test drivers; (c) The speed profile of the recordings from the volunteers. The thick solid line is the LOWESS curve giving the general speed pattern.
Table A2: The average travel distance and CO2 emissions per trip, per person, of current stage and the counterfactual stage.

<table>
<thead>
<tr>
<th>Number of Residents</th>
<th>Average travel distance per trip(km)</th>
<th>Average CO₂ emission per trip(kg)</th>
<th>Type of area</th>
</tr>
</thead>
<tbody>
<tr>
<td>46, 942</td>
<td>5.853291 (0.02)</td>
<td>1.935696 (0.004)</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>3.400389 (0.07)</td>
<td>1.166777 (0.005)</td>
<td>CUCA</td>
</tr>
<tr>
<td>1570</td>
<td>6.261431 (0.19)</td>
<td>2.279009 (0.07)</td>
<td>SPA</td>
</tr>
<tr>
<td>2056</td>
<td>13.958923 (1.49)</td>
<td>3.001324 (0.11)</td>
<td>EUA</td>
</tr>
</tbody>
</table>

Counterfactual situation (averaged based on the areas)

CUCA

SPA

EUA

Note: Standard error is in the parentheses.

Counterfactual situation of each 50 residential plans

<table>
<thead>
<tr>
<th>ID of Residential Relocation Plan</th>
<th>Average travel distance per trip(km)</th>
<th>Average CO₂ emission per trip(kg)</th>
<th>Planned number of residents</th>
<th>Type of area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.322068</td>
<td>1.091739</td>
<td>400</td>
<td>CUCA</td>
</tr>
<tr>
<td>2</td>
<td>3.262528</td>
<td>1.097872</td>
<td>200</td>
<td>CUCA</td>
</tr>
<tr>
<td>3</td>
<td>3.419151</td>
<td>1.1894</td>
<td>100</td>
<td>CUCA</td>
</tr>
<tr>
<td>4</td>
<td>3.59821</td>
<td>1.288097</td>
<td>100</td>
<td>CUCA</td>
</tr>
<tr>
<td>5</td>
<td>3.764156</td>
<td>1.322576</td>
<td>40</td>
<td>SPA</td>
</tr>
<tr>
<td>6</td>
<td>3.819089</td>
<td>1.382415</td>
<td>80</td>
<td>SPA</td>
</tr>
<tr>
<td>7</td>
<td>4.405589</td>
<td>1.502445</td>
<td>400</td>
<td>SPA</td>
</tr>
<tr>
<td>8</td>
<td>4.594678</td>
<td>1.715279</td>
<td>800</td>
<td>SPA</td>
</tr>
<tr>
<td>9</td>
<td>5.763789</td>
<td>1.941382</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>10</td>
<td>5.460784</td>
<td>1.946403</td>
<td>30</td>
<td>SPA</td>
</tr>
<tr>
<td>11</td>
<td>5.778661</td>
<td>1.946876</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>12</td>
<td>5.616241</td>
<td>1.968728</td>
<td>80</td>
<td>SPA</td>
</tr>
<tr>
<td>13</td>
<td>5.341958</td>
<td>2.033146</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>14</td>
<td>6.033929</td>
<td>2.134565</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>15</td>
<td>6.0504</td>
<td>2.137013</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>16</td>
<td>6.0504</td>
<td>2.137013</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>17</td>
<td>6.0504</td>
<td>2.137013</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>18</td>
<td>6.184124</td>
<td>2.156885</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>19</td>
<td>6.214365</td>
<td>2.161379</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>20</td>
<td>6.819743</td>
<td>2.307555</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>21</td>
<td>11.71086</td>
<td>2.388115</td>
<td>8</td>
<td>EUA</td>
</tr>
<tr>
<td>22</td>
<td>6.898326</td>
<td>2.409262</td>
<td>2000</td>
<td>EUA</td>
</tr>
<tr>
<td>23</td>
<td>6.349138</td>
<td>2.470331</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>24</td>
<td>7.543796</td>
<td>2.528684</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>25</td>
<td>7.543894</td>
<td>2.528715</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>26</td>
<td>7.553595</td>
<td>2.544834</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>27</td>
<td>6.496725</td>
<td>2.571739</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>28</td>
<td>6.485287</td>
<td>2.572827</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>29</td>
<td>6.485074</td>
<td>2.572847</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>30</td>
<td>7.805994</td>
<td>2.629331</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>31</td>
<td>6.659685</td>
<td>2.63633</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>32</td>
<td>6.659685</td>
<td>2.63633</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>33</td>
<td>6.691149</td>
<td>2.641006</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>34</td>
<td>6.717806</td>
<td>2.644967</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>35</td>
<td>6.692213</td>
<td>2.658346</td>
<td>40</td>
<td>SPA</td>
</tr>
<tr>
<td>36</td>
<td>6.820574</td>
<td>2.66024</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>37</td>
<td>7.550281</td>
<td>2.665502</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>38</td>
<td>7.578937</td>
<td>2.669761</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>39</td>
<td>7.603381</td>
<td>2.673393</td>
<td>4</td>
<td>SPA</td>
</tr>
<tr>
<td>40</td>
<td>9.826835</td>
<td>2.884317</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>41</td>
<td>9.87237</td>
<td>2.888909</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>42</td>
<td>9.959335</td>
<td>2.897678</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>43</td>
<td>10.12383</td>
<td>2.914267</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>44</td>
<td>10.14795</td>
<td>2.916699</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>45</td>
<td>19.97554</td>
<td>3.397386</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>46</td>
<td>19.97433</td>
<td>3.39822</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>47</td>
<td>19.97977</td>
<td>3.398768</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>48</td>
<td>20.00999</td>
<td>3.40086</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>49</td>
<td>20.05814</td>
<td>3.406671</td>
<td>4</td>
<td>EUA</td>
</tr>
<tr>
<td>50</td>
<td>20.0679</td>
<td>3.409835</td>
<td>4</td>
<td>EUA</td>
</tr>
</tbody>
</table>
On assessing governmental sustainable residential planning and its alignment with residents’ and estate investors’ objectives

Xiaoyun Zhao*, Kenneth Carling, Johan Håkansson

There are three key actors in forming the sustainable spatial distribution of residency in an area, (local) government, the estate investor and the resident, each with its own objective. Most urban planning studies have mainly focused on the ex-post evaluation of residential development by considering the objective of each actor separately. This paper outlines a conceptual model where the three key actors and their unique objectives are integrated with the aim of providing an ex-ante evaluation of residential development for government to make policies operational on a micro level. The methodology is implemented on a Swedish city, where sustainable residential development is in high need due to the influx of immigrants. The case study demonstrates that the model can integrate the macro and micro actors well. The model can provide noteworthy insights for the government on where the objectives of sustainability, livability and profit can be met. A sensitivity check of the parameter settings shows that the implementation of the model is robust for replication in other cities.

Keywords: Sustainable urban development; CO₂ emissions; Multi-agent system model; Urban mobility

1. Introduction

Under the tide of sustainability and livability, governmental residential planning, estate investment and residential locations are gradually forming the spatial distribution of residency in a city. As Godschalk (2004) points out: “Land use planning faces both an opportunity and a threat. On the one hand, it is widely counted on and expected to deliver both sustainable development and livable communities. On the other hand, it must cope with serious conflicts in the values related to these two beguiling visions.” There are three key actors in forming the residential, spatial distribution, namely, (local) government, the estate investor and the resident, each with its own objective. One strand of the literature has focused on the actors’ objectives and their determinants, while another strand has discussed how a government may form policies for sustainable, residential development. However,
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to render such policies efficient on a micro level, the microscopic behavior of the other actors needs to be integrated into governmental policy. The aim of this paper is to develop such an integrated method for the identification of efficient, sustainable governmental policies.

In this paper, we set out to outline a conceptual model for the interaction of the three key actors in the forming of residential development – government, (residential) estate investors, and residents – each actor with their unique objective. Furthermore, we develop a methodology to ex-ante assess if, and where, the government’s sustainability objective may be in conflict with the objectives of the other market actors. The method is applied and demonstrated in a representative Swedish case study, the mid-sized city of Borlänge, which, similar to many other Swedish cities, is currently planning for massive residential development in response to population growth due to inter alia -the influx of immigrants.

In outlining the conceptual model, we define each actor’s objective (in utility terms), where we draw heavily on previous research that has scrutinized the actor’s objective separately. We regard the government as the macro actor in residential development, but purport that the government exerts the resident’s living preferences and the estate investor’s willingness to invest in its utility function. The objectives and behavior of the estate investor and the resident are formulated on a micro level, meaning that our approach belongs to the tradition of microscopic models frequently applied in the transportation science when it comes to model the behavior of the market actors (Waddell, 2002; Iacono et al., 2008; Haase, and Schwarz, 2009).

The implementation of the methodology requires access to some key variables or proxy-variables thereof: (1) the spatial distribution of market value of residencies and the built-up cost, (2) road network and its traffic flow and the corresponding emissions (or other outputs giving rise to negative externalities), (3) availability of data on fractions of green land and water in the surrounding area, and (4) residents’ consumption. In the case study, we demonstrate how these variables can be obtained, measured or derived. The implementation of the methodology also requires a number of parameters to be set. To ensure that the results for the case study are robust for these settings, we conduct a sensitivity analysis where the most reasonable setting (default) is replaced by an aberrant setting.

Accordingly, the paper is structured as follows: Section 2 provides a review of the literature upon which our conceptual model that integrates the objectives of the three actors in residential development is based. In Section 3, we outline the conceptual model. Section 4 is devoted to the case study we use for demonstrating the implementation of the methodology for assessing if, and where,
the government’s sustainability objective may be in conflict with the objectives of the other market actors. Section 5 concludes the paper.

2. A review of previous research

In residential development literature, the government is typically regarded as the macro actor, whilst the estate investor and the resident act on a micro level. The relationship between these two levels can be structured as illustrated in Figure 1 (cf Sun et al., 2014). The government possesses the power of approving a certain location for residential development. The (estate) investors and residents behave in the market, based on the assessment of willingness to develop and willingness to live. This microscopic behavior may promote or hinder the fulfillment of the governmental objective.

![Figure 1: The relationship between government planners, residents and investors in residential land planning](image)

(WTI = Willingness to invest, WTA = Willingness to approve, WTL = Willingness to live).

Campbell and Cocco (2007) point out that estates are risky assets with volatile prices and that it is therefore important for residents to assess carefully the estate’s location with regard to accessibility (via transportation), its surrounding as well as its relation to the residents’ disposable income, and this, in turn, influences the strategy of the investor. Thus, on the estate market, the spatial distribution of market value and the built-up cost of estates are primary factors in influencing the decision of investors and residents. Given that residential development lies in a complex socio-ecological system (Cook, et al., 2012), the market value of estates is found to be dependent on the location (Alonso, 1964; Gelfand et al., 2004; Kiel and Zabel, 2008). As Kueth (2012) states, “real
estate is tied to a particular location, and as a result, many of its characteristics are shaped by the
surrounding physical environment. This notion has motivated a substantial body of research that
addresses the price impact of various land use activities on neighboring properties.” For instance,
Luttik (2000) found that natural elements, such as trees or water, increase property values. Moreover,
transportation opportunities are also found influential in evaluating potential residences (Weisbrod,
1980; Srour, 2002; Chatman, 2009; Tillema, 2010).

Yiu and Tam (2004) conducted a review of empirical studies on property price gradients and
identified two estimation methodologies and three assumptions on the spatial structure of an urban
area that predominated. The two methods are: (1) the hedonic pricing model and (2) the repeat-sales
model. In addition, the three assumptions on the spatial structure of an urban area are: (1) the
monocentric assumption; (2) the non-monocentric/polycentric assumption; and (3) no a priori
assumption about the urban spatial structure. Common to the literature, reviewed by Yiu and Tam
(2004), is that the decision-making by one actor is unrelated to other actors’ decision-making, where
the government as an actor is typically overlooked. For the government, sustainable development is a
pillar in setting the macroplanning policy (Brugmann, 1996). This objective is usually evaluated by
examining urban form strategies (Clark, 2001; Jabareen, 2006), or energy strategies (Dincer, 2000;
Cooper et al., 2001; Lund 2007). In this strand of literature, it is almost taken for granted that the
government and the market are incongruent in how residential development can achieve
sustainability, livability and profit.

In another strand of the literature on residential development, however, a tie between the
government and the other market actors is recognized. Bone et al. (2011) reviewed ‘top-down’
approaches like deterministic models, statistical models, and system dynamic models used for the
purpose of identifying effective, governmental policies to achieve governments’ objective in
residential development. There is also the ‘bottom-up’ approach, such as cellular automata (CA), but
Zhang et al. (2010) explained that these models have limitations in properly simulating the land use
while integrating with the complex social, economic and human system of urban dynamics.
Alternatively, Ferrand (1996) regarded the multi-agent system (MAS) model as a set of agents
interacting in a common environment, but modifying themselves according to their objectives.
Further, Parker et al. (2003) suggested that MAS models of land-use are well suited for representing
complex spatial interactions under heterogeneous and dynamic conditions. Furthermore, Li and Liu
(2007) proposed integrating MAS and CA to simulate residential development under different
planning scenarios.
However, residents and investors often overlook the macroscopic policy constraints exerted by the government in the land use decision-making process (Bone et al. 2011). Most studies regard the government as a macro actor (we use actor and agent interchangeably in this paper), with exclusive power to set the general land-use development, and these studies do not, explicitly, consider the microscopic choice behavior of residents and investors (Huang et al., 2014; Zhang et al., 2015). The conceptual model we develop in the next section is strongly rooted in the MAS microscopic modelling tradition of considering investors’ investment strategy and residents’ choice behavior, but it also explicitly integrates governmental objectives that have been downplayed in MAS modelling so far. Moreover, it has conventionally focused on a single hotspot and thereby neglected the fact that a city has multiple hotspots that meet the multiple needs of the residents, and that most of the transportation arises because of residents’ travel between their residence and those hotspots (Zhao et al., 2016). The conceptual model developed allows for multiple hotspots.

3. A conceptual model of the interaction of government, estate investor, and resident and their objectives

As discussed in the previous section, Parker et al. (2003) suggested that multi agent (i.e. actor) system models of land-use are well-suited for representing complex spatial interactions under heterogeneous and dynamic conditions, while Li and Liu (2007) proposed integrating MAS and CA to simulate the residential development under different planning scenarios. Here, we purport that governmental residential planning plays a crucial role in shaping urban pattern, while the behavior of investors and residents plays an important role in promoting, or hindering, the fulfillment of the planning.

Governments are presumed to be careful in their planning to balance the environmental, political, personal and economic development, and integrate its plans with investors’ investment strategy and residents’ selection behavior of dwellings on a local level, bearing in mind the residents’ desire to access all hotspots in the city. In the outline of the conceptual model we present the objective of each actor, one at the time.

3.1. The government’s objective

In residential planning, governments are increasingly taking sustainable development as the primary objective to be balanced with personal, economic, political, cultural developments. Ultimately, governments are responsible for structuring residential locations to mitigate greenhouse gas (GHG), foremost CO$_2$ emissions. In what follows, we stipulate that the administrative area under
governmental responsibility can be portioned in $H$ homogenous zones (or grids), indexed by $h$. Furthermore, we assume that the government is concerned about the negative externality generated by the CO$_2$ emission induced by intra-urban travel between the residential location $h$ and the hotspots, and we denote by $E$, the CO$_2$ emission quantity. The government is also concerned with several other factors that we simply collect and denote by $Q$. In maximizing the societal utility $U$, the government makes decisions in maximizing the sub utility $\tilde{U}$, by developing a location $h$ for residency based on mitigating the CO$_2$ emissions accordingly:

$$\max_{E,Q} U = f (E, WTL, WTI, Q) \propto \max_{E} \tilde{U} = \tilde{f} (E, WTL, WTI)$$

which implies that $E$ and $Q$ are independent factors, a necessary assumption. It should be noted that the objective of CO$_2$ emission mitigation could readily be replaced in the conceptual model by any other governmental objective, if so desired.

### 3.2 The resident’s decision rule for choosing residential location

In estimating the willingness of a resident to live at $h$, land-use type, land price, surrounding environment, accessibility, general public facilities, and education opportunities have been identified as important factors (Li and Liu, 2007, as well as others reviewed in Section 2). Note that the last three factors all can be combined and measured as a function of travel distance to the hotspots, implying that the WTL at a location $h$ will decrease with the travel distance to the hotspots.

Thus, with a natural extension that encompasses hotspots, Li and Liu (2007), the resident’s utility related to travel distance to hotspots from the location $h$ is expressed as:

$$U_{\text{travel}}(h) = w_1 e^{-b_1 D_{\text{road}}} + w_2 e^{-b_2 D_{\text{highway}}} + w_3 e^{-b_3 D_{\text{hotspots}}}$$

where $D_{\text{road}}$ and $D_{\text{highway}}$ are the Euclidian distances from $h$ to the nearest road and highway, respectively. $D_{\text{hotspots}}$ is the weighted network travel distance from $h$ to the hotspots, where the weights are determined by the frequency by which the hotspots are visited by the residents (see Zhao et al., 2016). $b_1$, $b_2$, and $b_3$ are decay coefficients and, $w_1$, $w_2$, and $w_3$ are the weights representing the resident’s utility of being subject to the three types of distances.

Another factor identified in the literature review that a resident considers in its utility function and, therefore, in the choice of residential location is the surrounding environment:

$$U_{\text{env}}(h) = w_4 G(h) + w_5 W(h)$$
where $G(h)$ and $W(h)$ are the percentages of green land and water area at location $h$, where, once more, the weights express the resident’s relative utility of green land and water area.

Constrained by income, price of the estate and the consumption of a composite of other goods are also factors influencing the preference of a residential location $h$, in order to maximize the utility:

\[
\max_h U = w_p P(h) + w_z z + w_{env} U_{env}(h) + w_{travel} U_{travel}(h)
\]

where $w_p, w_z, w_{env}$ and $w_{travel}$ are the weights that the resident assigns to each factor. $P(h)$ is the estate price in location $h$, while $z$ denotes the consumption of a composite of other goods. Piecing eq. (2-4) together, the willingness to live at location $h$, rather than location $h'$ of resident $r$ can be formulated as (McFadden, 1978):

\[
WTL_r(h) = \frac{\exp(U(r,h))}{\sum_{h' \in H} \exp(U(r,h'))}
\]

### 3.3 The estate investor’s decision on where to invest

Estate investors primarily consider the preferences of residents in home buying to set the investment strategies. The willingness of the investor to invest at location $h$ is determined by the profit ($\pi$), where we abstract from uncertainty in the investment.

\[
\max_{d,h} \pi = dP(h) - C(d)
\]

where $d$ is the development density, and $C$ is the land and the construction cost in developing at location $h$. The willingness for investor $i$ to carry out an investment at location $h$ is:

\[
WTI_i(h) = \frac{P(h)d}{C(d)}
\]

where an investment takes place at $h$ if $WTI_i(h) > \pi_t$ where $\pi_t$ is the investor’s required return on capital.
4. Residential development in Borlänge as a demonstrating case study

The municipality of Borlänge lies 220 km northwest of the capital Stockholm, and its size is about 637 km$^2$, with approximately 50,000 residents asymmetrically distributed in the area. According to Statistics Sweden, 93% of the residents in Borlänge live in either a single-dwelling house, or an apartment in a multi-dwelling building, which, in total, amounts to 15,768 residencies. In what follows, it is realistically assumed that all the residencies are tradable on the estate market, although a few residencies may be subject to restrictions for trading. Further, for the analysis, we assume that all the land in Borlänge has the potential to be developed or redeveloped into residential areas, and apply a 1 km$^2$ grid to divide the municipality into 637 grids, where the centroid of each grid represents the location for possible development.

4.1 Variables needed to implement the methodology

The first variable that is needed to implement the methodology is the market value of an estate at location h. To estimate the market value of the estates, we use the transaction data of single-dwelling houses and multiple-dwelling buildings from January 2013 to December 2016, as reported on Hemnet. There were 2209 transactions during that time period, and for the 347 estates that were transacted multiple times, we have used the average price. Figure 2(a) shows the distribution of all current single-dwelling houses and the multi-dwelling buildings in the municipality. Figure 2(b) illustrates the estates that have been transacted from 2013-2016.

Looking at Figures 2(a) and 2(b), simultaneously, the transacted estates are, as expected, distributed in a pattern similar to all the residential locations in Borlänge. To estimate the market value of the non-transacted residential locations, we have spatially interpolated the market value of the nearest transacted estate. In doing so, 90% of the non-transacted residential locations are within one kilometer of the nearest transacted estate. In some of the grids, there is no estate at all. For those grids, we have estimated the market value in the grid to be the market value at the adjoining grid with a market value.

---

1 Data and the source code in R and ArcGIS are freely available upon the request to the first author of this paper.
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Figure 2: (a) the distribution of single-dwelling houses and multi-dwelling buildings in Borlänge (b) the distribution of transacted estates from January 2013 to December 2016.

As for the construction and land cost variable, we impose it to be uniform in Borlänge, based on the historical land selling price in the municipality (an approximation that may not apply elsewhere). However, the cost of construction may differ between investors, where we assume a variation in the cost between investors to be quantifiable by a random term $\varepsilon \sim N(0, \delta^2)$, as the market for housing construction is unlikely to be perfectly competitive. Operationally, we set the difference to amount to 5%, such that the construction and land cost $C$ is on average 97.5% of the revenue with a standard deviation $\delta$ of 1.25% of $C$. Furthermore, we require at least one investor to be willing to invest at location $h$ for the location to be of interest to investors.

The second variable that is needed to implement the methodology is the traffic flow on the road network. To estimate the decay coefficients $b_1$, $b_2$ and $b_3$, we follow Li and Liu (2007):

\begin{align}
    b_1/b_2 &= f_{\text{highway}}/f_{\text{road}} \\
    b_1/b_3 &= (z_1 f_{\text{road}} + z_2 f_{\text{highway}})/f_{\text{road}}
\end{align}

where $f_{\text{highway}}$ and $f_{\text{road}}$ are the average traffic densities (number of vehicles per time unit by road length). In Li and Liu (2007), $z_1$ and $z_2$ are assumed to be the number of roads and highways connected to the city center. Here, we take a more elaborated approach by acknowledging that travels
to multiple hotspots are required for fulfilling the needs of a resident. Zhao et al. (2016) found that 51 hotspots attracted more than 90% of the residents’ movements in Borlänge. Therefore, to estimate $z_1$ and $z_2$, we compute the weighted average number of roads and highways that connect to the 51 hotspots. From this estimation procedure, the decay coefficients of $b_1$, $b_2$ and $b_3$ are set to 0.001, 0.0005 and 0.00025, respectively.

The third variable that is needed to implement the methodology is the percentage of green area and water area around location $h$. In each grid, the percentage of green land\textsuperscript{5} and water area\textsuperscript{6} was calculated. The fourth variable that is needed to implement the methodology is the CO\textsubscript{2} emissions induced by travelling from location $h$ to the hotspots. We applied the network of induced emissions derived by Zhao et al. (2016), and calculated the CO\textsubscript{2} emission from each potential residence to each hotspot.

With the needed variables at hand, we can compute (emission) $E$, (willingness to live) $WTL$, and (willingness to invest) $WTI$ for each location $h$, and check the utility for each of the three actors, compared to a threshold value of residential development at the location $h$. Zhao et al. (2016) found in Borlänge that the current, average CO\textsubscript{2} emission induced by the residents’ trips by car to the hotspots was 1.94 kg. Residential locations that would induce CO\textsubscript{2} emission of less than 1.94 kg improve the governmental utility, and this value, therefore, serves as a natural threshold value for the local government in the city council.

The $WTL(h)$ is an index variable expressing the residents willingness (or unwillingness) to live at location $h$. We have set a location $h$ to be attractive to residents if it exceeds the 3\textsuperscript{rd} quartile of the distribution of $WTL$ in Borlänge. Setting a low threshold value for this index would imply that almost all the locations in the municipality would be liked by the residents and, thereby, they would not exercise any influence on the regional development, which is unrealistic. Setting a high threshold value highlights the areas in Borlänge that are highly attractive to the residents, and the 3\textsuperscript{rd} quartile is fairly high threshold value. As a threshold for the investors’ willingness to invest, we use the return (0.63\%) on buying a 10-year Swedish government bond.

Figure 3(a) shows the preference of the three actors for residential development in the 637 locations (grids) in Borlänge municipality. Locations that meet the governmental objective of lowering CO\textsubscript{2} emission, while at the same time appealing to the residents and the investors, are marked by the color green. White areas are those locations that are unattractive to all the three actors, or, in a few locations, only attractive to the investors and therefore unlikely to be developed.

\textsuperscript{5} Based on SLU Forest Map, Dept. of Forest Resource Management, Swedish University of Agricultural Sciences.

\textsuperscript{6} Provided by Construction and Plan Office, Borlänge Municipality
However, the locations marked with red color are attractive to both residents and investors, while undesirable for the government and, therefore, subject to tension between market forces and the government. Finally, yellow marked locations are ambiguous in that they appeal to investors and the government, but are not very appealing to the residents.

Figure 3: (a) The market’s alignment with sustainable residential development in Borlänge

(b) Planned residential developments in Borlänge and their estimated induced CO₂ emissions.

Are market forces in Borlänge in alignment with the governmental objective of sustainable residential development, specifically with regard to CO₂ emissions? We are inclined to say yes. For most parts of the municipality, either the three actors have a common interest, or a common disinterest in residential development, with the exceptions being the north-western area and the east-most area of Borlänge, which appeal to residents and investors only. To get an insight into how the city council in Borlänge manages market forces jointly with the sustainability objective, Figure 3(b) depicts the presently existing 50 planned residential areas to be developed in Borlänge by the symbol of a house. A green, yellow and red colored house symbol indicates whether the induced CO₂ emissions would be below, on, or above the threshold value of 1.94 kg per trip, respectively. Green, planned residential developments amount to 95% of all future houses to reside in, meaning that the sustainability objective is being effectively fulfilled. However, as is also evident from Figure 3(b), the city council also compromises with the market forces, as there are some locations under development which are in conflict with the sustainability objective.
4.2 Sensitivity check

Apart from the variables needed to implement the methodology, some parameters also need to be set to make the methodology operational. Figure 3(a) was derived by applying a set of default values for these parameters. The proper choice of values is hard to nail down and to check the sensitivity of the results presented in the previous sub-section. We have re-done the analysis applying alternative settings, as listed in Table 1.

Table 1: Sensitivity checks of the default parameters settings in the implementation of the conceptual model.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Default</th>
<th>Alternative setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$b_1 = 0.001, b_2 = 0.0005, b_3 = 0.00025$</td>
<td>$b_1 = 0.01, b_2 = 0.005, b_3 = 0.0025$</td>
</tr>
<tr>
<td>2</td>
<td>$w_1 = w_2 = w_3 = 1/3$</td>
<td>$w_1 = 1/4, w_2 = 1/2, w_3 = 1/4$</td>
</tr>
<tr>
<td>3</td>
<td>$w_4 = w_5 = 1/2$</td>
<td>$w_4 = 1/4, w_5 = 3/4$</td>
</tr>
<tr>
<td>4</td>
<td>$G$ is estimated based on total volume of all types of tree</td>
<td>$G$ is estimated based on total volume of Birch, Deciduous, Oak and Beech</td>
</tr>
<tr>
<td>5</td>
<td>$z$ is assumed identical for all residents</td>
<td>$Z$ is differentiated in 50,000, 100,000, 300,000 in equal shares</td>
</tr>
<tr>
<td>6</td>
<td>Swedish government bond 10-year, return rate 0.63%</td>
<td>Swedish real total stock return rate 6.1%</td>
</tr>
<tr>
<td>7</td>
<td>$w_p = w_{env} = w_{travel} = 1/3$</td>
<td>$w_p = 1/9, w_{env} = 4/9, w_{travel} = 4/9$</td>
</tr>
<tr>
<td>8</td>
<td>$C$ is assumed to be the cost of one house</td>
<td>$C$ is assumed to be the cost of density $d$ houses</td>
</tr>
</tbody>
</table>

In estimating the distance decay coefficients in equations (8-9), $b_1$ was normed to be 0.001, in line with Li and Liu (2007). We have also checked with $b_1$ set to 0.01 and 0.0001. Equal weights were set in equations (2-4) as default. As alternative settings, residents consider distance to highway more important than to normal roads and hotspots, value proximity to water more than green land, and value surrounding environment and less travel more than house price in their choice of residential location. As a default setting, the residents have a common consumption of other goods, while we have checked the alternative that the residents are divided in three groups (low, middle and high incomers/consumers). For the investors, the required return on capital has also been set to the real total stock return, as well as letting the cost of construction decrease with $d$. The alteration of the parameter settings exercised little influence on the results shown in, and discussed, in relation to Figure 3(a).

5. Conclusion

In most urban planning studies, the formation of residential development has considered the objectives of social planners, investors and residents individually. Those studies also mainly focus on
The ex-post evaluation of residential development. This paper outlines a conceptual model where the three key actors – (local) government, estate investor, and resident – and their unique objective are integrated. The primary motivation for this contribution is to improve on governmental policies towards sustainable residential development.

The conceptual model developed draws heavily on previous modelling work in the literature that has had a more partial scope, and it is strongly rooted in the tradition of microscopic multi-agent system models. The conceptual model can be made operational to provide decision support for (local) governmental residential planning on a micro level.

As a demonstration of the conceptual model’s ability to be operational, we have examined the case of the Borlänge municipality where residential planning is in a highly active state, as a consequence of substantial population growth due to the influx of immigrants. The application of the methodology in Borlänge provides several noteworthy insights. The first is that a city like Borlänge has multiple hotspots and that therefore the assumption of polycentric cities is the most plausible in urban planning of residential locations (Yiu and Tam, 2004). The second insight is that the market actors’ behavior is, in general, aligned with the governmental objective of sustainable, residential development. However, on considering the present residential plans of Borlänge, it seems that the local government is aware of the market forces and compromises between its sustainability objective and the market actors’ preference, in areas where the actors are not in alignment with the local government’s objective.

The implementation of the methodology requires access to some key variables and the setting of a number of parameters. In relation to the demonstrating case study, we provide a detailed listing of these variables and indicate from where they may be retrieved, so that the conceptual model may be implemented elsewhere. In a detailed sensitivity check of the parameter settings for the case study, we found that the choice of settings has little to no impact on the model output, and therefore dares to claim that the implementation of the conceptual model is insensitive to the parameter settings, although this needs to be checked whenever the model is used in a specific case.
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