Impact of Boundary Conditions on the Performance Enhancement of Advanced Control Strategies for a Residential Building with a Heat Pump and PV System with Energy Storage
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Abstract: Operational control strategies for the heating system of a single-family house with exhaust air heat pump and photovoltaic system and “smart” utilization of energy storage have been developed and evaluated in a simulation study. The main aim and novelty of this study is to evaluate the impact on the benefit of these advanced control strategies in terms of performance (energy use and economic) for a wide range of boundary conditions (country/climate, occupancy and appliance loads). Short-term weather data and historic price data for the same year as well as stochastic occupancy profiles that include the domestic hot water load are used as boundary for a parametric simulation study for the system modeled in detail in TRNSYS 17. Results show that the control using a forecast of dynamic electricity price leads to greater final energy savings than those due to the control using thermal storage for excess PV production in all of the examined locations except Sweden. The impact on self-consumption using thermal storage of heat produced by the heat pump using excess PV production is found to decrease linearly with increasing household electricity for all locations. A reduction in final energy of up to 842 kWh year\(^{-1}\) can be achieved just by the use of these algorithms. The net energy cost for the end-user follows the same trend as for final energy and can result in cost savings up to 175 € year\(^{-1}\) in Germany and Spain due to the use of the advanced control.
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1. Introduction

The European Union (EU) has set specific targets for the share of renewables and for energy efficiency by 2030 [1]. One goal is that the share of renewable electricity in the European power system should increase by 57%. According to the latest report in 2016 for the 28 EU members [2], the demand for heating (SH) and hot water accounts for 79% of the final energy consumed by households, while 26% of all electricity is delivered for the aforementioned demand. Heat pump (HP) systems can contribute to energy efficiency and reduce greenhouse gas emissions. In the EU, heat pump sales show that during the last 4 years, there has been an annual market growth of more than 10% [3], and this growth is leading to an accelerated contribution to reducing CO\(_2\) emissions.

1.1. Previous Work

In recent years, there has been a growing interest in optimally combining heat pumps with photovoltaic systems for single- and multi-family houses. One objective, at a system level, is to
increase the renewable share of the heating system by means of increasing the self-consumption (SC) of electricity produced by photovoltaics (PV), and by reducing the final energy (FE) purchased from the grid. Moreover, another objective is to reduce the net cost of the final energy using smart control based on forecasts of dynamic electricity price and short-time horizon weather data. In a larger context, at the grid level, the main objective is to match the electricity load of the heating system with the electricity production from renewable sources in order to limit power exchange and reduce the stress to the grid.

A number of studies have been conducted in order to propose technical solutions about how to utilize the renewable electricity production in a smart way and how to control the heating or cooling demand. Psimopoulos et al. [4] developed predictive rule-based controls for smart utilization of thermal and electrical storages and analyzed the results for a case study in Sweden. Arteconi et al. [5] utilized the thermal energy storage (TES) of hot water tank, in particular, with heating distribution systems that have a low thermal inertia as radiators, and implemented demand response algorithms based on real-time electricity prices to improve the system operation. However, despite their achievements in load curtailment, higher use of energy and accordingly higher cost of electricity resulted. Thur et al. [6] showed the potential of overheating control using the thermal mass of the building with radiant floor heating together with storage tanks of various sizes. This study demonstrated a great increase in self-consumption and solar-fraction (SF) of the system, which leads to lower costs of electricity, particularly when feed-in tariffs are low. A few other studies included operational strategies based on the dynamic electricity price and TES with rule-based control, such as Dar et al. [7], which found that the price-based control and the self-consumption control exhibit completely opposite behavior to each other. Schibuola et al. [8] showed that with the real-time pricing control of heat pumps, cost savings of up to 30% and self-consumption increases of up to 22% for imported electricity are possible. Alimohammadisagvand et al. [9] aimed to increase self-consumption and decrease the impact on the grid, and their findings show that, accordingly, the final energy can be reduced up to 10% and the cost of the heating system up to 15%. Studies with more sophisticated model predictive control (MPC) and with greater computational complexity can be found. For example, Fischer et al. [10] showed that MPC approaches result in greater cost savings than rule-based ones. Similarly, Beck et al. [11] examined possible future scenarios in regulatory boundary conditions (such as electricity price variations) and the impact on the optimal storage size between thermal and electrical. Some studies utilize electrical storage and dynamic price of electricity such as Rodríguez et al. [12], which evaluated the increase in temperature band up to ±1 °C to achieve around 12% of cost savings while savings up to 25% were effected by using the setpoint scenario of 20 ± 2 °C. Salpakari and Lund [13] proposed cost optimal control using hourly electricity prices, which can achieve cost savings between 13% and 25%. Schopher et al. [14] conducted a sensitivity analysis to assess the impact of heterogeneity on realistic/measured load data and optimal system configuration. It was found that the profitability of PV systems with electrical storage varies greatly for both current and future cost scenarios.

While most of these studies focused on system improvements under certain boundary conditions, only a few conducted sensitivity analysis for some of the variables, e.g., component sizes, building types and insulation standards, load profiles, and electricity price variations. Furthermore, due to the importance of climatic conditions on the performance of the systems and controls, some of the other studies also considered climate variations. For instance, Quoilin et al. [15] studied the self-consumption and self-sufficiency potential rates for PV systems with and without electrical storage for various household profiles and for three EU climates. Fredrizzi et al. [16] simulated PV and solar thermal and heat pump systems for single-family houses for a range of climates and building insulation standards, albeit without any advanced controls. Bee et al. [17] investigated the performance of an air source heat pump with a photovoltaic system for nine European climates with and without electrical storage and with different water storage sizes for the annual heating and cooling demand. In addition, the study here was conducted for default heat pump control.
Felten and Weber [18] reviewed several control strategies for an air to water HP and identified, in detail, system configuration similarities and assumptions between studies. One of the conclusions is that the boundary conditions are quite diverse among the existing literature.

The literature survey shows a great potential for application of HP with PV and storages combined with different control strategies. However, there is still a gap in research for more comprehensive studies that analyze the developed system and control not only in the reference conditions but also in a broader range of boundary conditions. As the market for heat pumps is international and growing, it is both practically and scientifically important to fill this gap and show whether the benefits of a compact exhaust air heat pump system with advanced control strategies can be internationally applicable. Therefore, this study makes a systematic evaluation of the impact on the benefit of using advanced control algorithms for a broad range of boundary conditions as well as PV system sizes, using the rule-based and predictive rule-based control algorithms. Climate, occupancy, lighting and appliance use, hot water usage as well as indoor set temperature are the boundary conditions that are varied in this study. To be as close to practice as possible, a catalogue single-family house is chosen. This is a typical newly built Scandinavian building with a low temperature floor heating, supplied by a compact exhaust air heat pump system together with a PV system. The insulation standard is varied in countries to be consistent with the building regulations in that country. Additionally, the algorithms that have been developed are rule-based and designed to be easily integrated and with no additional cost into modern heat pump controllers that already have internet connectivity. These algorithms aim to maximize PV self-consumption and minimize final energy (FE), and include detailed control of the backup electric heater as well as speed control of the heat pump compressor.

PV micro producers in Europe have the option of choosing between different tariff schemes, the most common of which is an annual fixed price and, secondly, a monthly price that is seasonally dependent on the expected demand and the resources for electricity production. A dynamic electricity tariff (spot market price) is currently accessible to a relatively small segment of end-users but has a growing interest and can be derived from the exchange electricity markets which cover a multinational area, such as [19,20]. Although this is not available for owners of single-family houses in all countries, this study evaluates the benefits assuming it is available and used in all locations. According to [21], in order to accelerate the deployment of small-scale distributed PV systems, such distributed energy resources should be permitted to participate in established markets, for example, wholesale electricity markets, ancillary service markets, as well as in capacity markets. This way, market price signals can become accessible to distributed energy resources.

For this purpose, a detailed model of a detached house with the exhaust air heat pump system as well as a usual grid-connected rooftop PV system are modeled and simulated in TRNSYS 17 [22]. The heat pump model includes a model of the control of the compressor and auxiliary heater based on a commercially available product on the market. Apart from the basic control of the heat pump two developed control strategies are used. Short-time high-resolution stochastic load profiles for both domestic hot water (DHW) and electricity demand and sub hourly weather data are also used as [23,24] have shown that the use of hourly data causes inaccuracies in determining self-consumption and import/export from/to the grid. In the next section, the models and boundary conditions together with definitions of key figures are described, while the developed control strategies are described in Section 3.

1.2. Aim, Scope and Novelty of the Study

A survey of the literature suggests that there is no previous research with a broader comparative study of how various boundary conditions affect the performance for advanced control of heat pumps coupled with PV systems. Therefore, the main aim and novelty of this study is to evaluate the impact on the benefits of advanced control strategies in terms of performance (energetic and economic) for a wide range of boundary conditions (country/climate, occupancy, space heating setpoint temperature, and household loads).
The scope is for modern single-family houses with exhaust air heat pumps and different climates and conditions in Europe. Despite the fact that Italy and Spain are included, only the heating demand is considered. In addition to space heating, hot water and electricity use of appliances are also considered as they can considerably influence the system performance as well as the key figures that are used in the study. The economic analysis uses spot market prices for the same year as the weather data. In order to avoid influence of temporary and country dependent incentives, the study assumes that there are no financial incentives and that the cost of the bought energy is dependent on the current spot market price, which means that the value of sold electricity is much lower than the cost of bought electricity. Thus, the results are independent of the current financial incentives valid in the six countries, which is one of the aims of the study. In addition, the focus of the paper is on the benefit of adding advanced control and, thus, the financial analysis is limited to studying the change in the net cost of electricity when adding these controls and is not an analysis of the investment of the PV or battery system itself.

2. Methodology

This section provides an overview of the detailed system and building model as well as the control algorithms used in TRNSYS 17. The impact of temperature levels, thermal storage, and interactions between building and heat pump system are all modeled as they are important factors in the study. The boundary conditions used in the study are described in Section 3.3.

2.1. Reference Building Model

The reference building considered for this study is a typical Swedish single-family house (SFH) of one floor with a gabled roof. The house has an overall U-value of 0.2 W m$^{-2}$ K$^{-1}$, 143 m$^2$ heated floor area using a radiant floor heating system. A detailed model of the house with six zones (see Figure 1), is developed in the simulation software TRNSYS by Persson and Heier [25]. TRNSYS type 56 is used for the house model. The two main zones (1 and 2, living room and kitchen respectively) have a setpoint temperature of 21 °C [26], which can be adjusted individually upon demand. The bedrooms and utility room (zones 3, 5, and 6) are set at 20 °C while the bathroom is 22 °C. The ventilation rate is 0.052 m$^3$/s and infiltration is 0.033 m$^3$/s. The mechanical ventilation system is comprised of a system of ducts and a fan integrated in the heat pump which delivers the exhaust air from the rooms to the evaporator of the heat pump. Fresh air enters the house through dedicated manually adjusted openings (trickle vents) above the windows due to the lower pressure in the house caused by the exhaust air fan. Internal window shading is applied with an 80% shading factor if the room temperature goes above 23 °C, and the infiltration is increased to above 24 °C to account for the opening of windows.

Internal gains come from the people determined by an occupancy profile, i.e., occupants’ presence and action, and other gains come from electricity use in lighting and appliances where 100% is assumed to be converted to heat. These profiles are produced using a Markov chain model for occupancy and energy use according to Widén et al. [23]. This model includes the DHW demand, the modeling of which has been thoroughly calibrated to comply with Bales et al. [27]. Domestic electricity and DHW loads have a one-minute resolution over the period of one year.
2.2. Compact Heat Pump System

A compact, variable speed, exhaust air heat pump is used in this study that delivers heat either for SH or for DHW. The heat pump is modeled with the type 581 in TNRSYS, which interpolates data in a performance map for the heat pump where the independent variables are inlet air temperature, inlet air flow rate, and compressor speed while the dependent variables are heat rate capacity and compressor power input. Detailed measured data under steady-state conditions for the full range of operation have been obtained from the manufacturer and then been used to make the performance map used by the model. The airflow rate to the exhaust air heat pump is the air exchange rate for the building according to building codes, and the temperature is that of the air in the building. As the heat pump can extract heat down to an outlet air temperature of about 10 °C, frosting of the evaporator can occur. The compressor speed is controlled so that this minimum outlet air temperature is respected, and the impact of defrosting is included in the data of the performance map. The 180 L DHW tank is modeled with the non-standard type 340, whereas the SH is supplied by the heat pump through a 25 L buffer store modeled by type 60. The geometric properties of these are taken from the specifications while the heat losses are calibrated against data from the manufacturer.

The basic control functions of the heat pump are those of the commercial heat pump. The heat pump in space heating mode is controlled by a heating curve and a compensatory control algorithm dependent on the SH supply temperature. When the thermal power, which is supplied by the heat pump, is not enough to provide the thermal load, an electric auxiliary heater is activated in steps. Each time a threshold of ambient temperature is exceeded, the auxiliary heater is constrained. Moreover, it becomes disabled during the predefined summer period. The values used in this study for the DHW storage, heat pump, and auxiliary heater are shown in Table 1. The models for the heat pump, DHW storage, and internal control algorithms are based on common commercial products on the market. Figure 2 shows the layout of the heating system which provides the SH and DHW load, while Figure 3 shows the plots of the coefficient of performance (COP) versus inlet condenser temperature for a range of compressor speeds (frequency) based on the measurement data. All curves are for an inlet air temperature of 21 °C. The maximum possible compressor speed is limited by the compressor envelope and varies dependent on the operating temperatures. These maximum compressor speeds as well as the COP at these conditions are also shown. The control algorithm in the model limits the compressor speed to these values.
Table 1. Key figures for the compact exhaust air heat pump system. The range of values is for minimum and maximum compressor speeds for inlet air flow rate of 52 L/s at 20 °C and condenser flow rate of 0.2 L/s at 40 °C.

<table>
<thead>
<tr>
<th>Preference</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric compressor power (kW)</td>
<td>0.25–1.88</td>
</tr>
<tr>
<td>Thermal power of HP (kW)</td>
<td>1.34–4.35</td>
</tr>
<tr>
<td>Heat pump COP</td>
<td>2.3–5.4</td>
</tr>
<tr>
<td>DHW storage tank capacity (liter)</td>
<td>180</td>
</tr>
<tr>
<td>Electric auxiliary heater (kW)</td>
<td>0.5–6.5</td>
</tr>
</tbody>
</table>

Figure 2. Layout of the exhaust air heat pump (HP) system and the hydronic system.

Figure 3. Coefficient of performance (COP) of the heat pump for various compressor speeds and condenser temperatures and an inlet air temperature of 21 °C. The curve “Max” shows the COP for the maximum allowed compressor speed for the specific boundary conditions, and the value of this maximum speed is given in Hz.
2.3. PV System

In TRNSYS, type 194 mode b is used to model the PV array and the inverter of the grid-connected PV system, considering the inverter European-weighted efficiency [28]. For the parametric study, two array sizes are considered, and the PV inverter size is cascaded with one more unit for the medium-sized system. Details for the tilt angle and the azimuth angle can be found in Table 2.

<table>
<thead>
<tr>
<th>Preference</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity PV (kW)</td>
<td>3.12, 5.7</td>
</tr>
<tr>
<td>Inverter efficiency (%)</td>
<td>97.7</td>
</tr>
<tr>
<td>PV tilt (°)</td>
<td>27</td>
</tr>
<tr>
<td>PV azimuth (°)</td>
<td>0</td>
</tr>
<tr>
<td>Capacity battery (kWh)</td>
<td>3.6, 7.2</td>
</tr>
<tr>
<td>Round-trip battery efficiency (%)</td>
<td>90</td>
</tr>
<tr>
<td>Limits of state of charge (%)</td>
<td>10–90</td>
</tr>
</tbody>
</table>

2.4. Battery Storage

One battery unit of 3.6 kWh is used for the smaller PV size and two units which are cascaded for the medium size. The lithium-ion batteries are modeled with the types 48 and 47 in TRNSYS based on the specification of products available on the market. Type 48 corresponds to the battery management system (BMS) which includes the battery bank with the integrated battery inverter. The BMS is principally modeled as the black box which is connected between the battery bank and the electrical junction box of the building in order to control the charging and discharging of battery storage and the import or export electricity to the grid. Type 47 is used to control the state of charge levels of the battery and corresponds to a simple energy balance of the battery. Detailed charge/discharge characteristics are not considered in this type. Details are shown in Table 2.

2.5. Operational Control Strategies

Except for the conventional default control of the HP system (base case) that is described in Section 2.2, two more advanced strategies, are considered in this study—one rule-based and one predictive rule-based. These controls are based on the study conducted by Psimopoulos et al. [4] and aim to increase self-consumption and to reduce the final energy of the system. Table 3 summarizes the trigger thresholds and setpoints of the default control and control strategies.

<table>
<thead>
<tr>
<th>Simulation Cases</th>
<th>Price Signal</th>
<th>PV Excess</th>
<th>SH Setpoint</th>
<th>DHW Setpoint</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>0</td>
<td>To grid</td>
<td>Ref</td>
<td>Ref</td>
<td>None</td>
</tr>
<tr>
<td>Base case + EL</td>
<td>0</td>
<td>Charging, PVexcess &gt; 0</td>
<td>Ref</td>
<td>Ref</td>
<td>Appliances Charging</td>
</tr>
<tr>
<td>TH + EL</td>
<td>0</td>
<td>Overheating SH, DHW PVexcess &gt; 320</td>
<td>+1 K 1</td>
<td>+6 K 1</td>
<td>Appliances Thermal</td>
</tr>
<tr>
<td>PRICE + EL</td>
<td>1</td>
<td>Charging, PVexcess &gt; 0</td>
<td>±0.5 K 2</td>
<td>Ref</td>
<td>Appliances</td>
</tr>
<tr>
<td>PRICE_TH + EL</td>
<td>1</td>
<td>Overheating SH, DHW PVexcess &gt; 320</td>
<td>±0.5 K 2, 1 K 1</td>
<td>Ref, +6 K 1</td>
<td>Appliances Thermal Charging</td>
</tr>
</tbody>
</table>

1 Thermal mode (TH) setting; 2 PRICE setting.

In the thermal strategy (TH) the space heating setpoints for the living room and bathroom in the building are raised above their default setpoint values of 21 and 22 °C, respectively, and the DHW tank is heated above its default setpoint of 50 °C. This mode is triggered based on a minimum threshold of
the excess PV electricity of 320 W. During overheating, auxiliary electrical heater is turned off, and the compressor speed of the heat pump is varied so that the compressor power roughly matches the available excess PV electricity. Penalty functions are used to assess whether the algorithm leads to significant thermal discomfort and the algorithm is trimmed to avoid this.

In the electrical strategy (EL), the batteries are used solely for storing excess PV electricity when domestic electricity load is met. The battery management system controls the state of charge between 10% and 90%. Whenever there is excess PV, charging will occur, and as the load exceeds the PV electricity production, the battery discharges until reaching the minimum state of charge rate. In the case where the combined use of thermal and electrical storage is realized, thermal storage is prioritized, and the battery is only charged after the overheating setpoint is achieved, or if the excess PV is adequate then the battery can be charged at the same time as the heat pump is operating.

In the predictive rule-based strategy for dynamic electricity price with the combined use of overheating (PRICE_TH) the next-day electricity price is accessed from the exchange electricity market and compared with the current price in order to define high or low price periods. Specifically, the average price (Priceavg) is determined in a near-future interval of time (from 4 to 7 h ahead) with a band (ΔP) of 5 €/MWh. When the price is low, the space heating setpoint is increased by 0.5 K, and on the contrary, when the price is high, the space heating setpoint is decreased by 0.5 K. In this mode, no change is enforced in the setpoint for DHW. If there is excess PV electricity (TH mode), when the PRICE mode is activated, the space heating set temperature is increased by 1.0 K beyond the PRICE mode setting, and the setpoint for DHW is lifted to 6 K above the reference value.

2.6. Energetic and Economic Performance Indicators

The key figures for this study in order to evaluate the energetic performance of the residential photovoltaic and heating system are the following: final energy use (FE), self-consumption (SC), solar fraction (SF) of the system. For the economic performance of the system, the annual net cost of electricity (NCOE) is calculated. Self-consumption is defined as PV electricity production that is directly consumed by the household—i.e., self-consumed electricity—relative to the total PV electricity production. If \( L(t) \) denotes the instantaneous electric load including appliances, heat pump, and auxiliary heater, and \( P(t) \) is the instantaneous power from the PV system, the directly consumed PV power \( M(t) \) if no electric storage is used can be defined as

\[
M(t) = \min\{L(t), P_{PV}(t)\}. \tag{1}
\]

When adding battery storage to the system, this can be extended to

\[
M(t) = \min\{L(t), P_{PV}(t) + S(t)\} \tag{2}
\]

where \( S(t) < 0 \) denotes power to storage (charging) and \( S(t) > 0 \) denotes power from storage (discharging).

\[
SC = \frac{\int_{t_1}^{t_2} M(t) \, dt}{\int_{t_1}^{t_2} P_{PV}(t) \, dt} \tag{3}
\]

Accordingly, solar fraction is the self-consumed electricity relative to the total load demand of electricity. A mathematical description of self-consumption can be found in Luthander et al. [29].

\[
SF = \frac{\int_{t_1}^{t_2} M(t) \, dt}{\int_{t_1}^{t_2} L(t) \, dt} \tag{4}
\]
The seasonal performance factor of the heat pump system is equal to

\[ SPF_{sys} = \frac{\int_{t_1}^{t_2} Q_{HP}(t) \, dt}{\int_{t_1}^{t_2} (P_{HP}(t) + P_{AUX}(t)) \, dt}. \]  

(5)

The final energy for the simulation period is equal to the electric load that cannot be supplied by PV electricity:

\[ FE = \int_{t_1}^{t_2} L(t) \, dt - \int_{t_1}^{t_2} M(t) \, dt. \]  

(6)

The net cost of energy is calculated based on the annual cost and revenue for the electricity bought and sold, and does not consider the investment cost for the PV or battery system.

\[ NCOE = Cost - Revenue \]  

(7)

\[ Cost = \int \left( C_{sp} + C_{\text{energy taxes + network + fees + levies}} \right) P_{\text{from grid}} \, dt \]  

(8)

\[ Revenue = \int \left( C_{sp} \right) P_{\text{to grid}} \, dt \]  

(9)

The current chosen scenario for this study is a possible future scenario where the assumption is that no extra benefits would be given for the excess electricity production fed into the grid. This assumption is necessary for the revenue calculation to be comparable between countries since, in reality, there is a non-uniform revenue scheme among the examined locations for the electricity fed into the grid.

3. Examined Boundary Conditions

This section provides an overview of the boundary conditions used in this study.

3.1. Country

Six locations were examined in this simulation study, namely Norrköping, London, Stuttgart, Lyon, Madrid, and Rome. The choice of location affects the climate, insulation standard of the building, lighting, and electricity prices. More details about the characterization of the chosen climatic zones are listed in Table 4. The heating degree day values are retrieved from [30] from the mean daily temperatures for typical years and the balance temperature of 12 °C.

<table>
<thead>
<tr>
<th>Locations</th>
<th>Climate Zones</th>
<th>Heating Degree Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norrköping (Sweden)</td>
<td>Nordic</td>
<td>2000</td>
</tr>
<tr>
<td>London (UK)</td>
<td>Oceanic</td>
<td>1037</td>
</tr>
<tr>
<td>Stuttgart (Germany)</td>
<td>Continental</td>
<td>1548</td>
</tr>
<tr>
<td>Lyon (France)</td>
<td>South Continental</td>
<td>986</td>
</tr>
<tr>
<td>Madrid (Spain)</td>
<td>Southern Dry</td>
<td>775</td>
</tr>
<tr>
<td>Rome (Italy)</td>
<td>Mediterranean</td>
<td>403</td>
</tr>
</tbody>
</table>

3.2. Meteorological Data

Solar radiation input data are derived from the Copernicus Atmosphere Monitoring Service (CAMS) [31] and meteorological input data such as ambient temperature and relative humidity are derived from the Modern-Era Retrospective analysis for Research and Applications, (MERRA-2) service [32]. For this study, data were chosen with a 15 min resolution. Figure 4 illustrates the simulated space heating demand of the base case system for the building insulation standards defined in Section 3.3 for the different locations as well as monthly global radiation for the example year of 2015.
Figure 4. Monthly values for global irradiance (primary vertical axis) and total heat demand (secondary vertical axis) for all examined locations. (a–f) shows global irradiance and total heat demand respectively for each of the six examined locations.

3.3. Building Insulation Standards

The insulation standards (U-value) for buildings in the various locations were derived from the European project TABULA [33]. In the TABULA project, the building stock in 21 European countries was classified into different types and ages. Depending on the scale of the study that supplied data, the building classes can be representative of the national or regional building stock. In this study, the thermal characteristics of the generic building types were acquired from TABULA WebTool for single-family houses built in the year 2009. For the cases of Sweden, United Kingdom, Germany, and France, the given building information covers the national levels and can be used for chosen locations, i.e., specifically Norrköping, London, Stuttgart, and Lyon. However, for the cases of Spain and Italy, the information is given on the regional level. This means that the given values in TABULA might
differ to those for the target locations and climates of this study, i.e., Rome and Madrid. To deal with this, further evaluation of the regulations and building codes for different cities and climate zones in Italy and Spain was conducted. The Italian Energy Performance of Buildings Directive (EPBD) implementation report \[34\] includes minimum requirements for buildings and their energy systems for diverse climate zones in Italy. From this source, overall U-value of the building for Rome is calculated as 0.43 W/m²K, which is close to the value from TABULA (0.42 W/m²K). Thus, considering the proximity of the U-values and consistency in importing the information from one source for all locations, it is assumed that the regional building codes from TABULA can be extended to Rome.

In Spain, according to national regulations (CTE-HE, 2006) \[35\] the overall U-value of the building in Madrid is calculated to be 0.8 W/m²K. For both this value and that from TABULA, initial modeling and simulation of the buildings with this poor insulation standard resulted in very high heating demand. However, as the size of the exhaust air heat pump is dependent on the ventilation rate, it cannot be resized for the highest loads, meaning that the excess heating demand should be covered by the auxiliary electrical heater. Excessive use of the auxiliary electrical heater leads to low seasonal performance factor (SPF) of the system as well as profitability of the system, and would, in practice, not be installed. To cope with this, the building insulation standards were altered to be the same as Germany. This choice was made based on the thermal properties of the building elements that needed to be slightly better that that of Spain. Italy, France, Germany, and United Kingdom were the possible options. The values for Italy were also too poor for the same reason as the Spanish and not suitable to use. France has relatively well insulated slabs and very small heat transmissions from the floor while it was not in line with that of Spain. Between Germany and United Kingdom, Germany was arbitrarily chosen. Table 5 summarizes the U-values for the building elements in the chosen locations used in this study.

<table>
<thead>
<tr>
<th></th>
<th>Wall</th>
<th>Window</th>
<th>Floor</th>
<th>Roof</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sweden</td>
<td>0.23</td>
<td>1.27</td>
<td>0.12</td>
<td>0.09</td>
<td>0.20</td>
</tr>
<tr>
<td>UK</td>
<td>0.35</td>
<td>1.8</td>
<td>0.35</td>
<td>0.2</td>
<td>0.37</td>
</tr>
<tr>
<td>Germany</td>
<td>0.3</td>
<td>1.4</td>
<td>0.28</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>France</td>
<td>0.27</td>
<td>1.4</td>
<td>0.17</td>
<td>0.22</td>
<td>0.28</td>
</tr>
<tr>
<td>Spain</td>
<td>0.3</td>
<td>1.4</td>
<td>0.28</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>Italy</td>
<td>0.34</td>
<td>2.2</td>
<td>0.33</td>
<td>0.28</td>
<td>0.42</td>
</tr>
</tbody>
</table>

3.4. Electricity, Occupancy, Room Set Temperature, and DHW Profiles

The inherent uncertainties in occupants’ behavior is considered as one of the constraints in the calculation of the energy demand in buildings. However, probabilistic studies of occupants’ presence and activities can facilitate the predictions of the occupants’ behavior in buildings. In this respect, the occupancy, household electricity, and DHW load profiles used in this study are derived from a high-resolution stochastic model developed by Widén and Wäckelgård [36]. This depends on the given number of occupants and climatic conditions of the location, i.e., daylighting, and the model generates one-minute load profiles of electrical appliances and lighting, DHW consumption, and occupants’ activities. For the sake of simplicity, the occupants’ activity profile was replaced by the occupants’ presence. The equivalent amount of energy for occupants’ presence is assumed to be at the activity level of 1 (seated and relaxed) [37]. It is assumed that the consumed electricity by electrical appliances and lightings is completely converted to heat as internal gain to the relevant zone in the building. Furthermore, three cases of room set temperature (20, 21, and 22 °C), are examined for all locations. Table 6 shows the electrical and DHW demand for the three different profiles used in the study for the case of Sweden. 2P is for two adults, 4P is for two adults and two children, while 4P+ indicates the same occupancy and DHW load profile as 4P but with greater use of appliances. Table 6 also gives the resulting electricity demand for the heat pump (including auxiliary electrical heater). Figure 5 also
illustrates an example of generated profiles for occupancy, household electricity, as well as domestic hot water use obtained from the high-resolution stochastic model. This example is given for the case of 4P and for a random day of the year. The exact profiles vary from day to day, due to the stochastic model used in the profile generator [36].
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**Figure 5.** Occupancy, household electricity, and domestic hot water use profile for 4P for a random day in Sweden. (a) Occupancy, (b) household electricity and (c) domestic hot water load profile.

**Table 6.** Electricity and domestic hot water (DHW) demands in Sweden for the three different profiles used in the study.

<table>
<thead>
<tr>
<th>Occupancy</th>
<th>Annual Electricity Consumption Appliances (kWh/year)</th>
<th>Annual Electricity Consumption HP (kWh/year)</th>
<th>Annual DHW Consumption (kWh/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2P</td>
<td>2689</td>
<td>6360</td>
<td>2469</td>
</tr>
<tr>
<td>4P</td>
<td>3649</td>
<td>6964</td>
<td>4159</td>
</tr>
<tr>
<td>4P+</td>
<td>5506</td>
<td>6420</td>
<td>4159</td>
</tr>
</tbody>
</table>

### 3.5. Dynamic Electricity Tariffs

PV microproducers–consumers in countries within the EU have the option to choose among other common schemes, i.e., a dynamic electricity tariff derived from the national electricity exchange market with tariffs on an hourly basis.
Figure 6a, shows the difference between the locations with higher summer average monthly dynamic prices, such as Madrid (Spain) and Rome (Italy), from those with lower summer prices, such as Lyon (France) and especially Norrköping (Sweden). In London (UK) and Stuttgart (Germany) there is no obvious seasonal variation. The annual average variation during the day is shown in Figure 6b, and shows that Sweden has smaller price variations during the day, while the United Kingdom and Italy have relatively large variations.

![Figure 6](image)

**Figure 6.** Annual daily and monthly average spot market prices for the year 2015 from the various climatic locations. (a) Annual daily average and (b) Monthly average spot market prices.

The aggregated price for bought electricity is comprised of the following components/added values in addition to the spot market energy cost: the distribution (grid) cost, the energy taxes which include fees and levies, and the value-added tax (VAT) [38]. Details can be seen in Table 7. The dynamic price is only a fraction of the end-user price for bought electricity in most of the examined locations and markets respectively. This fraction ranges from 25% for Germany and Sweden to 60% in the United Kingdom. The total amount for taxes (VAT and energy tax) ranges from 17% in the United Kingdom to 53% in Germany, while the total price ranges from 0.28 €/kWh in Germany and 0.30 €/kWh in Italy to 0.15 and 0.16 €/kWh in Sweden and France respectively, which is much lower than for all other countries [38].

<table>
<thead>
<tr>
<th></th>
<th>Sweden</th>
<th>UK</th>
<th>Germany</th>
<th>France</th>
<th>Spain</th>
<th>Italy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy and supply (Euro-ct/kWh)</td>
<td>3.9</td>
<td>12.1</td>
<td>7.0</td>
<td>5.7</td>
<td>12.0</td>
<td>9.6</td>
</tr>
<tr>
<td>Network (Euro-ct/kWh)</td>
<td>5.5</td>
<td>4.6</td>
<td>6.0</td>
<td>4.3</td>
<td>4.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Energy taxes (Euro-ct/kWh)</td>
<td>6.1</td>
<td>3.5</td>
<td>14.9</td>
<td>5.6</td>
<td>4.5</td>
<td>12.2</td>
</tr>
<tr>
<td>Total (Euros/kWh)</td>
<td>0.15</td>
<td>0.20</td>
<td>0.28</td>
<td>0.16</td>
<td>0.21</td>
<td>0.30</td>
</tr>
<tr>
<td>Spot market price fraction of the total price (%)</td>
<td>14%</td>
<td>21%</td>
<td>11%</td>
<td>25%</td>
<td>25%</td>
<td>17%</td>
</tr>
<tr>
<td>VAT (%)</td>
<td>25%</td>
<td>5%</td>
<td>19%</td>
<td>20%</td>
<td>21%</td>
<td>22%</td>
</tr>
</tbody>
</table>

There are different regulations and tariff methods in the studied countries for export to the grid (PV feed-in). To be consistent, in this study we have assumed no subsidized feed-in tariffs or limitations, and simply assumed that the price the prosumer gets is the spot market price for all countries.

**4. Results and Discussion**

This section provides an overview of the results for the range of boundary conditions defined in Section 3, with the two different advanced control strategies together with one PV system size, with electrical storage. Table 8 shows the results for the two PV system sizes with and without electrical storage and without advanced control for the 4P load profiles and 21 °C as the set temperature for the main zones.
The only results without electrical storage shown in this section are those that are shown in Table 8 as the impact of (change due to) the control algorithms on the self-consumption (SC) and final energy (FE), which are very similar to those for the system with battery. Thus, the same trends are seen, and the same conclusions can be drawn for the system with and without batteries. The observed increase in SC due to the addition of a battery is 18% ± 1% for all countries, while the decrease in FE ranges from 1261 kWh year\(^{-1}\) in Norrköping to 1887 kWh year\(^{-1}\) in Madrid and largely follows the trend for PV production. The difference in SF is not similar for all locations and increases from 11% + 1% for Norrköping to 20% + 1% in Rome, which is due to the change in FE as well as the absolute size of the electrical demand.

For the medium PV size, the produced electricity in Madrid and Rome is more than the total used electricity, while it is less in all other cases. These two cases are, thus, plus-energy houses but, even with the battery, the solar fraction is (just) below 50%.

Table 8. Overview of the key performance indicators for a complete year for the reference system for the various examined boundary conditions with and without electrical storage (for the medium load profile 4P and 21 °C setpoint and the two PV system sizes).

<table>
<thead>
<tr>
<th>Measure Quantity</th>
<th>Norrköping Sweden</th>
<th>London UK</th>
<th>Stuttgart Germany</th>
<th>Lyon France</th>
<th>Madrid Spain</th>
<th>Rome Italy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space heat (kWh year(^{-1}))</td>
<td>14,748</td>
<td>17,495</td>
<td>17,383</td>
<td>14,126</td>
<td>12,185</td>
<td>11,624</td>
</tr>
<tr>
<td>DHW (kWh year(^{-1}))</td>
<td>4149</td>
<td>4127</td>
<td>4131</td>
<td>4111</td>
<td>4109</td>
<td>4068</td>
</tr>
<tr>
<td>Heat pump electricity (kWh year(^{-1}))</td>
<td>5040</td>
<td>5712</td>
<td>5850</td>
<td>4820</td>
<td>4188</td>
<td>4253</td>
</tr>
<tr>
<td>Aux electricity (kWh year(^{-1}))</td>
<td>1917</td>
<td>1743</td>
<td>2900</td>
<td>1842</td>
<td>1839</td>
<td>731</td>
</tr>
<tr>
<td>Electrical appliances and lighting (kWh year(^{-1}))</td>
<td>3649</td>
<td>3684</td>
<td>3679</td>
<td>3678</td>
<td>3713</td>
<td>3668</td>
</tr>
<tr>
<td>SPF</td>
<td>2.72</td>
<td>2.9</td>
<td>2.56</td>
<td>2.74</td>
<td>2.71</td>
<td>3.15</td>
</tr>
<tr>
<td>PV production AC (kWh year(^{-1}))</td>
<td>3553/6519</td>
<td>3679/6829</td>
<td>4176/7800</td>
<td>4402/8526</td>
<td>5286/11,041</td>
<td>5421/10,312</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure Quantity</th>
<th>System without battery</th>
<th>System with battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC (%) Small/medium PV size</td>
<td>45/32</td>
<td>62/51</td>
</tr>
<tr>
<td>SF (%) Small/medium PV size</td>
<td>15/20</td>
<td>23/35</td>
</tr>
<tr>
<td>Net cost of Energy (€ year(^{-1}))</td>
<td>1230/1109</td>
<td>1617/1288</td>
</tr>
<tr>
<td>Final energy (kWh year(^{-1}))</td>
<td>9014/8509</td>
<td>8386/7248</td>
</tr>
<tr>
<td>PV production AC (kWh year(^{-1}))</td>
<td>3553/6519</td>
<td>628/1138</td>
</tr>
</tbody>
</table>

The space heating demand does not vary as much as the differences in climate would suggest, due to the different insulation standards in different countries. The fraction of the total annual electricity required for SH and DH, delivered by the auxiliary back up heater, is higher in the case of Stuttgart and significantly lower in the case of Rome in comparison to the other locations, and this is reflected in the SPF value. The high value for Stuttgart is due to the relatively high U-value for the climate, which means that the heat pump is undersized compared to the peak loads, whereas it is the opposite case for Rome.
PV production for the small PV system ranges from 3553 and 3679 kWh yr\(^{-1}\) in Norrköping and London, respectively, to 5286 and 5421 kWh year\(^{-1}\) in Madrid and Rome, respectively. The final energy is greatest in Stuttgart due to the high electricity demand and relatively low PV production, with Norrköping and London being slightly lower, while it is lowest in Madrid and especially Rome. Annual costs are, however, more dependent on the total price of electricity and the tariffs for feeding electricity into the grid, resulting in Norrköping having, by far, the lowest net cost of energy and Germany, by far, the highest.

### 4.1. Energy Use Analysis

In this and the following section, the changes in the values of key performance indicators due to the implementation of advanced control are presented. ΔFE, ΔSC, ΔSF, and ΔNCOE are all given as absolute changes compared to the value with default control (no advanced algorithms) for the same boundary conditions. For each key performance indicator, there is a group of three figures for each country—one for each of the appliance use profiles. For each figure, there are curves for each of the three combinations of algorithms versus the three default set temperatures for the main living areas in the house. The overheating implemented by the algorithms (see Table 3) is relative to these set temperatures. Only figures for the small PV system with electrical storage are shown due to space limitations and due to the fact that the trends are also similar for the medium PV system.

Figure 7 shows that the impact of the appliance load profiles on FE is small for the PRICE mode, but the impact of the TH mode is significantly larger for small appliance loads in all locations. This is due to larger amounts of excess PV energy available and, thus, more frequent use of the TH algorithm. Moreover, another trend is that the final energy is decreasing marginally when the TH mode is active for the set temperature of 22 °C compared to 21 °C in the case of Rome, Italy. This is the result of lower auxiliary heater energy use, which is not the case for the other examined locations.
Figure 7. Change in final energy (ΔFE) due to the advanced control algorithms for the small PV system with battery for the full range of boundary conditions: country, appliance use (2P, 4P, and 4P+) and room set temperature (20, 21, and 22 °C). (a–f) shows the ΔFE respectively for each of the six examined locations.

Figure 8 shows that the PRICE controller has minimal impact on SC, which is not surprising as it does not take PV production into account, only the spot market price. In Sweden, the PRICE control actually has a negative impact on SC that is also indicated when PRICE and TH controls are implemented together. On the contrary, SC is increased mainly by the rule-based thermal control (TH) when excess PV is available. ΔSC due to TH mode is highest for Norrköping with up to 13% and lowest in Rome with maximum of 6%.
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Figure 8. Cont.
ΔASC increases with increase in set temperature in most cases, with the trend again being that Norrköping has the largest increase and Rome the lowest. This increase in ΔASC is smaller for the larger appliance use profiles, and in Rome, there is in fact a decrease in ΔASC for a set temperature of 22 °C compared to 21 °C for the two large appliance use profiles.

These results are interpreted as being due to the fact that with a higher set temperature, the heating season is lengthened, which means that there is a greater overlap in time for when there is excess PV as well as space heating needed. Higher appliance use means that there is less excess PV available that can be used for overheating and, thus, the benefit of the algorithm is lower. The results for the medium-sized PV system (not shown as a diagram due to space limitations) show much lower dependency on the electricity demand for appliances due to the fact that there is more excess PV production available.

As with ΔASC, Figure 9 shows that ΔSF is not as great with higher appliance demands due to the reduced amount of excess PV production. This effect is again less apparent for the medium-sized PV system due to the greater availability of excess PV. The impact of PRICE mode in Sweden is quite negligible, while in the other locations, a marginal improvement or up to 2% in the performance is observed. However, in Spain, the system positively reacted in PRICE mode, resulting in a 2%–4% increase in SF. The PRICE mode is even more favorable for the medium-sized PV system in these countries, with ΔSF being as high in Spain as it is for the TH mode. Except for Sweden, where higher room set temperatures lead to greater ΔSF, the set temperature has little influence on ΔSF. In some examples, such as France, Spain, and less so in Germany, a room set temperature of 22 °C has lower ΔSF than for 21 °C.
When applying both TH and PRICE control is nearly the sum of the savings for using the algorithms on their own, showing that there is some—but not much—conflict with one another.

4.2. Economic Analysis

As far as the economic evaluation of the NCOE of the household is concerned, a similar sensitivity analysis procedure is followed as with the key figures for the energy use performance.

Figure 10 shows that TH control results in lower impact on cost savings compared to PRICE control, apart from for Norrköping, and that all locations apart from London and Lyon have some economic benefit from TH control of 20–60 €/yr. This benefit decreases with increasing appliance energy demand, which is interpreted as being due to lower available excess PV power. The cost savings are partly due to the prices when the algorithm is active but also due to the careful control of the auxiliary heater and reduced final energy (see Figure 6). Stuttgart and Madrid show the highest benefits of the PRICE mode, while Rome, London, and Lyon have significantly less. Norrköping again is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases. Figure 10 also shows that the increase in cost savings is the exception, with very low-cost savings. Increasing the zone setpoint by 1K (above the 21 °C) results in lower net cost savings in all cases.
4.3. Thermal Comfort

This section presents the results of the impact of the control strategies compared to the reference comfort quality. Especially for the cases of TH and PRICE control combined, which can result in either overheating or lowering the heating demand in a way that might not be acceptable for some end-users. Zone/room temperature is a metric to show this. Specifically, the hourly temperatures of the biggest zone of the building for the simulated heating seasons are shown in Figure 11 for the examined locations and for the setpoint zone temperature of 21 °C for an allowed overheating of 1K in the case of the TH mode.

Figure 10. Change of net annual cost of electricity (\(\Delta\text{NCOE}\)) due to the advanced control algorithms for the small PV system with battery for the full range of boundary conditions: country, appliance use (2P, 4P, and 4P+) and room set temperature (20, 21, and 22 °C). (a–f) shows the \(\Delta\text{NCOE}\) respectively for each of the six examined locations.
Figure 11. Duration curve of hourly temperature of the living room during the heating season for the case with PRICE and TH control for the six examined locations. (a–f) shows the duration curve respectively for each of the six examined locations.

Figure 11 shows that there is a tendency in Norrköping as well as Stuttgart that the algorithms lead to overall increase in indoor temperature, indicating there is more overheating than reduced setpoint due to high spot market price. Overheating overall, more during the spring than the autumn. In Madrid, Rome, London and Lyon, however, there is a tendency for lower temperatures due to the impact of the HIGH PRICE mode. The variation in temperature is greater for London while it is less for Lyon that has higher electricity prices. Overall, in all locations, the changes in indoor temperature due to the control algorithms are relatively small (<1 °C). In locations where there is a great potential for solar radiation resources, such as Madrid and Rome, the room temperature can go above the average temperature due to higher solar gains, even during the heating season. However, it can be seen that at
higher temperatures for these locations, no change in the room temperature is observed that has been caused by the advanced controls.

4.4. Discussion

In this study, the economic analysis is simplified based on the net cost of electricity, and no degradation or capital cost is included. Concerning the revenue calculation, since there is a diversity of regulations and incentives among the examined locations, the selected scenario for all countries is that the price the prosumer gets for selling to the grid is the spot market price. This does not reflect current reality; for example, France has a feed-in tariff instead of net metering, Spain removed subsidies for excess electricity to the grid for residential consumers in 2015 [39], and Sweden currently has a tax rebate for electricity fed into the grid. However, it allows for a clearer intercomparison and is a possible future scenario for all locations.

The greatest impact in final energy reduction due to the advanced control is in Madrid and Stuttgart, where prices are highest. However, this is a result related to the predictive rule-based logic for dynamic electricity price, which controls the heating demand and carefully minimizes the use of the auxiliary heater. In Madrid, due to many HIGH price periods (causing a temporary lower set temperature), the annual heating demand is reduced by 260 kWh compared to the total demand of 12.2 MWh, which is relatively little and does not impact on the thermal comforts significantly, and is consistent with the slightly lower temperatures seen in Figures 9 and 10. Due to the careful control of the auxiliary heater, the annual electricity used for this is reduced by 716 kWh, while the compressor electricity is increased by 145 kWh to compensate. This is an important factor in the results for all key figures shown, including the net cost of electricity (NCOE).

For cost savings, however, things are more complex as the result depends not only on how often the PRICE mode is active (i.e., how often there are HIGH and LOW prices), but also on how large the spot price differences are during the day and when they occur. Figure 6 shows that the timing of the electricity price peaks and troughs during the day are similar in all countries, but that their magnitude varies significantly. Sweden has the lowest variation, which is consistent with the fact the cost savings are lowest in Norrköping. Italy has very high price variation during the day, looking at average values for the year, but significantly lower cost savings compared to Germany and Spain. This is due to the fact that for Rome, relatively little final energy is saved and, thus, there is a smaller cost saving.

The simulations have all been done assuming no feed-in subsidies and assuming that prosumers can buy and sell their electricity on an hourly basis, with the price closely linked to the spot market price. This is not the case in any of the countries at present. Thus, the economic results of this study should be viewed as potential savings rather than those possible with existing regulations as well as tariff and tax structures. Additionally, price data for the year 2015 have been used. With increasing deployment of renewable energy and increasing interaction of the grid and prosumers, the spot market price variations are likely to be different in the future. This has not been taken into account in the study, principally because there are so many uncertainties around this point.

The parameters for the algorithms were optimized for Norrköping and the same parameters were used for all locations. It is possible that better results can be achieved for the other locations by optimizing the parameters specifically for those boundary conditions. However, this is out of scope of this study and would be good to follow up in the future. Similarly, the results are for only one year. It is to be expected that there would be a significant variation from year to year as both weather and spot market prices vary from year to year but, again, this is out of scope for this paper. The weather affects both the demand for the system (temperature and passive solar radiation gains) as well as PV production. It also indirectly affects the spot market price by varied availability of renewable electricity (hydro, wind, and PV).
5. Conclusions

Advanced control for increasing the self-consumption of PV electricity in a single-family house (TH mode) by using thermal storage as well as the use of varying spot market price for reducing heating costs (PRICE mode) for a compact exhaust air heat pump system have been developed. A model of the system and the controls has been made in TRNSYS and then been used to make annual simulations for a wide range of boundary conditions: six locations; three indoor set temperatures; three hot water and appliance use profiles of different magnitudes; as well as two different PV system sizes, with and without battery. In all cases, a modern single-family house was used, built to the thermal standard of local building regulations. Due to the variation in local building regulations, the difference in electricity demand between the locations is not as large as might be expected, ranging from 8.6 MWh (Rome) to 12.4 MWh (Stuttgart) for the default values of boundary conditions.

The impact of the control algorithms compared to a system with the same PV and battery system has been calculated for several key figures and presented in the paper. The results show that there are a number of general trends, but there are also large differences between locations. It was found that the trends are the same for a system with and without battery, although the absolute values differ considerably. It was also found that the main trends were the same for the two PV sizes simulated, apart from for some impacts due to the amount of available excess electricity after normal loads have been supplied. Due to the careful design of the advanced control algorithms, the use of the auxiliary electric heater could be reduced, which has a major (positive) impact on the results. In the following conclusions, focus is given on the impact of the advanced algorithms rather than the absolute values, as this is the focus of the paper.

The impact of the TH mode to the self-consumption increase varies among the examined climates. Sweden shows the highest increase by 13% and 10% for the small- and medium-sized PV system, respectively, for the occupancy of two persons. A linear decrease in the impact on self-consumption is observed for all locations as the occupancy profile becomes greater. This is caused by the decreasing amount of excess PV electricity available.

As far as the solar fraction (SF) or self-sufficiency is concerned, in all locations except Sweden and Italy, PRICE mode has a lower impact than TH mode, and in Sweden, the impact is quite negligible.

It is found that the PRICE mode results in higher final energy use savings than the TH mode in all locations apart from Sweden, which is not to be expected as it is designed to overheat when the price is low and use reduced heat when the price is high. The reduction is mostly due to the intelligent control of the electric auxiliary heater, resulting in less use than in the normal control mode. The benefit of using both control modes is not quite additive, showing that there is some—but not much—conflict between the modes.

The impact of the advanced control on cost savings varies greatly, with large savings (up to 175 €) possible in Spain and in Germany, which has the second highest electricity cost of the locations and with small savings possible in Norrköping (<50 €). Moreover, in practice, the implementation of the control algorithms would have minimal capital and no running cost for the end-users. As with the impact on changes in final energy, it is only in Sweden that the TH mode leads to greater savings in cost than the PRICE mode, while in London, Lyon, and Rome, the difference between the modes is not that great. There is also a more consistent trend than for the other key figures that cost savings are lower when the indoor set temperature is higher. The impact on cost savings is also lower the higher the demand for appliances.

A follow-up investigation could study the life cycle cost of the energy storage components, such as the thermal storage, in comparison with electrical storage, since this was beyond the scope of this study. Moreover, the flexibility of the rule-based algorithms could be enhanced, and the parameters for the algorithms could be optimized for more than one location since they were only optimized for Norrköping, Sweden.
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