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Abstract:  
 

With the steady and rapid reliance on solar power as a viable alternative to traditional fuel-based 
energy, maintenance of solar panels is becoming an unavoidable issue for both producers and 
consumers. Machine learning techniques are useful in detecting solar panel faults and their life span. 
In recent years, Machine learning technology has emerged that helps to extract meaningful 
information and detect the fault in PV Systems. This paper reviews and involves identifying faulty 
features and predicting the fault in residential PV Systems that causes power degradation. We have 
built a linear regression model and performed hierarchical clustering to identify the faulty group of 
data, and from that faulty group, we identified that the features such as Radiation, Module 
Temperature, and IS values play an important role in the degradation of the power generation in the 
solar panels. Additionally, in this study fault prediction in a PV system has also been attempted. We 
evaluated the performance using 6 different models SVM, KNN, Naive Bayes Random Forest, 
Decision Tree and Logistic Regression. Finally, we concluded that the Random Forest, KNN and 
Decision Tree performed better in predicting with an accuracy of 99 %. 
 
 
Keywords: Machine learning, Fault Detection, Cluster, Regression model, PV System, Prediction, 
Solar Power, Renewable Energy. 
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Chapter 1: Introduction 

 

The first session of the chapter describes the background of the PV System and its usage and importance in both 

residential and commercial areas. The next session of this chapter describes the aim of this research work. 

 

1.1 Background 
 

Photovoltaic (PV) systems are a renewable energy technology with the most ideal characteristics that rely on 

converting solar energy into electric energy for daily usage purposes. The usage of solar panels also referred to 

as PV modules, has seen an almost exponential increase globally during the last decade [9]. PV is an emerging 

technology, which can meet energy needs and can help in the reduction of greenhouse effects [24] and helps to 

improve the accuracy of power supply. The distributed PV system is a very important possible solution to the 

world energy question. 

 

The solar power system is an electric power system designed to supply usable solar power by means of 

photovoltaics. It consists of an arrangement of several components, including solar panels to absorb and convert 

sunlight into electricity, a solar inverter to convert the output from direct (DC) to alternating current (AC), as 

well as mounting, cabling, and other electrical accessories to set up a working system [25].  

 

The working of PV modules depends heavily on the weather [10], but in some cases, the power generation could 

be reduced due to factors such as dirt covering the panels [11], shades of the tree or leaves, and a multitude of 

other factors called external factors that are natural and cannot be prevented by an owner and some other faults 

due to issues inside the PV modules like a connection issue, inverter problem, overheating called as internal 

factors. These are other sorts of energy production decreases that an owner could stop from happening. 

 

With the development and increase in usage of photovoltaic technology, there might be problems that the PV 

arrays perform below the optimal output power levels due to some faults in modules, inverters, wiring and so 

forth [26]. Since these faults remain undetected for a long period of time this may lead to a loss in power 

production and can lead to safety issues and fire hazards [12]. So, analysing and eliminating these faults timely 

is very necessary to increase the accuracy of PV systems. The PV systems are subjected to different kinds of 

failures, therefore before starting fault diagnosis methods it is important to identify different failures in the real 

system. The failures that arise in the PV system are due to a fault in a PV module or string of PV modules, such 

as shadowing, soiling, snow cover, inverter malfunctioning, or degradation and corrosion [13]. Some of the 

common faults are shown in Table 1. 
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Type of Fault Brief Description 

Partial Shading Shading factors and shaded modules 

Module Faults Faults within the module, like an open and short circuit 

Inverter Faults Faults at the inverter (DC - AC conversion) 

Extreme Temperature 

Solar Panel are efficient around 20°C to 25°C, if it is above this level then leads 

to  

sub-optimal behaviour 

Other Fault (Precipitation Fault) The layer of Snow and Water droplets can decrease power generation 

 

 

          Table 1: Common Fault in PV system 

 

 

Many studies related to fault detection in PV systems are available that mainly focuses on the prediction of 

energy drop in PV system [3], inverter malfunctioning, fault detection in DC side [15]. Furthermore, the 

prediction models were developed to compare the actual and estimated values of power generation in the PV 

system to predict the fault. There are limited number of studies in this area that helps to identify the features 

that can cause Power losses. Therefore, our main motive is to identify the features in PV system that play an 

important role in degradation of power production by using most corelated features. In addition, to develop a 

prediction model which predicts the fault using those identified features using different prediction model and 

compare the accuracy. 

 

1.2 Aim  
 

This paper addresses the outlined research gap described in the literature review by identifying the features in 

PV system that play an important role in degradation of power production and building up a prediction model 

that helps to classify PV system faults. 

  
To address our aim, we posit two guiding research questions: 

 

RQ1: Which features provide evidence that there is a fault in the PV system? 

RQ2: How to design a prediction model which helps to detect a fault in a PV system? 
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Chapter 2: Literature Review 
 

This chapter describes findings of different research papers that are related to our work in the field that includes 

general PV concepts, different data analysis methods and some statistical learning techniques which we used 

for our research work and also addresses the research gap related to our work. 

 

The aim of this paper [6] is to evaluate the performance of an open loop Photovoltaic Thermal (PVT) air 

system in the PV System, and it involves monitoring the electrical and thermal energies for a period of time, 

investigating the cooling effect and the performance of the system. The evaluation can be used to study the 

optimization of the cooling system and increase the electrical energy produced by the PV module and 

maximize heat production. The PV modules are roof integrated and it has replaced the traditional method, the 

residential PV system contains two rows of modules, the upper row has 17 modules and the lower row also 

has 17 modules to occupy half of the roof area of 32 m2, the modules are arranged in such a way that they 

minimize the shading effect caused by few trees and two houses in the surrounding as shown in Figure 1 which 

was taken from the research study [6]. 

 

 
Figure 1: Simulation of the PV field and its surrounding shading scene (from research study [6]) 

 

This solar panel consists of 7 module strings, the first 4 strings in parallel (each string consists of 4 modules 

connected in series), which are connected to one solar inverter type, and it produces DC Power2. Similarly, 

the next 3 strings are in parallel (each string consists of 6 modules connected in series), which are connected 

to another solar inverter, and it produces DC Power1. Our study was focused on the same PV Field and Panel 

as shown in (Figure 1 and 3) for fault detection. So, we used this research paper for the basic understanding 

of how the PV panel is structured and for the understanding of the arrangements of strings and modules that 

can be helpful for our analysis. 

 

In [3] the authors aimed to develop a method for basic fault detection system for small-scale PV without the 

need of expensive monitoring equipment. The small-scale photovoltaic power installations in Sweden during 

the period 2015-2020 was used for their analysis. The focus of this project is to detect faults outside normal 

operation that are, for example, disconnected wires or inverter malfunctions: mechanical failures which 

directly cause power losses. For further analysis, two core variables that are highly correlated that are Radiation 

and DC Power were used. Three different approaches were used in this thesis to model the Direct Current 

Power output of the PV array that is: Time Series Modelling - Classification - Linear Regression.  Estimated 

power was compared to a true power to identify the performance of the PV systems. The fault was identified 

by using trends in the difference and estimated power production. This study was mainly focusing on finding 

the percentage of energy loss for the year and detect the fault outside normal operation. The research gap was 

that they have not focused on the features that affect the power loss. But we used this paper for the reference 
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of finding core variables that are related to the DC_Power and this paper helped to proceed with the linear 

regression with DC_Power and Radiation for finding the feature that causes the power loss. 

In [1] the authors proposed analysis of ten factors that affects the performance of PV systems. A real time 

experiment was conducted to test the effect of various factors like radiation, angle of tilt, temperature, shading, 

Cable thickness, dust, wind speed, humidity, color spectrum, mounting. A relative study of all mentioned 

factors has been done in terms of Power output and efficiency. Long term degradation of power can be 

observed when the temperature exceeds upper limit set by the particular manufacturer. More the radiation 

received by the module more photons are generated, and power production is more. The PV module 

performance is better in sunny days rather than in rainy and cloudy days. Radiation and Temperature are the 

major factors for the power production compared to other factors, the other factors are directly or indirectly 

affecting these two factors. With the help of this research paper, we identified the factors mentioned above are 

very important for power production in PV systems and we included these features for the identification of 

faults in our PV study. 

 

In [5] the authors proposed a study that mainly focusses on identifying major faults in PV system like open 

circuit, partial shading and short circuit, these faults are produced in PV strings and the output features like 

short circuit voltage, open circuit voltage and voltage and current at maximum power point are measured using 

sensors. The fault is detected by comparing the healthy string and by looking at the difference in current, 

voltage and power of each fault induced. On ground of the amount of radiation, ambient temperature, surface 

temperature and voltage, current for each fault is predicted. The regression analysis was performed on short 

circuit, open circuit and healthy string data. The regression equation was generated for each faulty and healthy 

string, and it was then used to predict the values of the current. The prediction of current is then validated 

using linear regression in machine learning. In addition, for classification Machine learning methodology such 

as Random Forest was used to validate fault detection and prediction. So, findings from this study motivated 

us to work more towards having linear regression. However, the prediction and comparison using different 

machine learning methods to detect fault was limited in this study and focus was only towards identifying 

certain type of faults. 

 

This paper [8] mainly focused on creating linear model to predict the power output of an inverter, identified 

the correlation for features such as vertical radiation, horizontal radiation and DC Power and found it had a 

positive correlation. In addition, used linear regression to estimate the power output based on the sensors, 

measured inverter efficiency for providing optimal system. The results from the linear estimation model 

showed that the model performed solar power estimation with an 82% goodness of fit, and that the mean 

absolute percentage error (MAPE) of the model was 12%. The linear estimation model was constructed for a 

single PV system, and the error rates and nature of the data can vary depending on manufacturer of the inverter. 

It is also possible, to apply the coefficients presented in this study to other PV systems. As the power generation 

capacity of a PV system varies depending on the installation scale and weather conditions, it is deemed 

necessary to reconstruct the model according to the power generation capacity. From this study, we could 

observe that the Radiation and DC Power had a linear relationship and had good correlation, so we can use 

this linear relationship between the features in our study to identify the linear behavior of our data points. It 

could help us to detect faulty groups of data points from the overall data. 

 

 

In this paper [7], authors presented a hierarchical clustering method for analysing the PV system. PV data is 

clustered, and they are grouped hierarchically to classify clusters with similar features, which help to 

distinguish their characteristics and identify their defects in them. Furthermore, they found that the temperature 

of the solar panel affects power generation, so they distinguished clusters based on the temperature. Moreover, 

this research paper helped as to use clustering methods to group the faulty data with similar features that helps 

us to classify fault into different categories based on radiation and power.  
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In paper [2] detection and classification of fault in the photovoltaic array systems using machine learning 

techniques have been attempted. Authors evaluated the performance of the classifiers using Decision Tree, 

XGBoost, Random Forest and Neural Networks. They compared the accuracy of these four models and proved 

that the Neural Network classifier has the maximum accuracy and the minimal mean squared error. We used 

this research paper as a reference for predicting the fault in PV systems. Moreover, their focus was only on 

four different machine learning models. However, our focus was to include more models to predict the fault 

in PV systems and find the accurate one.  

 

In Summary, the findings from these research study gave us the basic idea of the structure and working of PV 

panel, provided some insights for moving forward with our study. Some of the main findings from these papers 

that we considered are that Radiation and DC Power have a positive correlation, The main environmental 

factors affecting the power generation are temperature and radiation. Furthermore, we analyzed that the 

clustering could help to distinguish features with similar characteristics and the usage of a prediction model 

for the prediction of fault.  Additionally, we also identified different kinds of faults that could occur in PV 

systems. However, the major research gap that was found in these studies are they are focusing only on certain 

type of fault and not focusing on finding the feature in the PV system that leads to the fault and power 

degradation. 
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Chapter 3: Data Processing 
 

This chapter focuses on the framework that was used for our study and includes the methodologies and results 

of Data outline, Data pre-processing and Cleaning.  

 

3.1 Framework of the Methodology 

 
This section describes the important features, their description and the methodologies used for analysis. The 

following diagram (Figure 2) explains the framework of the methodology. 

 

  
                                 
                       Figure 2: Overall Framework of our Research work 

 
 

3.2 Data Outline & Exploration 
 

This chapter describes the data in raw format. The next section discusses the data pre-processing process and 

the final form of the data that is used to create a model. 

Data plays a vital role in the research and delivers a future longitudinal advantage in the analysis, and it helps 

us in finding a solution to an existing problem.  
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The solar panel (Figure 3 was taken from the research paper [6] ) consists of module strings, and they are 

arranged in a special way to minimize the effect of shading. This module contains two PV arrays (Array 1 and 

Array 2). The first array has 4 strings in parallel (each string consists of 4 modules connected in series), which 

are connected to one solar inverter type, and it produces DC Power that is represented as DC_Power2 and 

electrical current produced from each String is represented as IS1, IS2, IS3 and IS4. While the second array 

has 3 strings in parallel (each string consists of 6 modules connected in series), which are connected to another 

solar inverter, and it produces DC Power represented as DC_Power1 [6] and the electrical current produced 

from each string is represented as IS5, IS6 and IS7 as shown in Figure 3. Here the strings are differentiated 

using different colours, column 3, and column 10 (Yellow) are representing DC Power produced that is used 

for our studies. 

From each DC Power, the corresponding AC Power and DC Energy are also produced. 

 

 

 
                          
                    Figure 3: Illustration of PV System (from research paper [6]) 
 
 

The PV dataset had a sampling interval of five minutes of 24 hours each day from both Array 1(String 1 to 

String 4) and Array 2(String 5 to String 7) of the single PV panel (Figure 3). Our experiment was conducted 

in three stages. 

The first stage included exploratory data analysis for the three weeks of data that is from October 2021 to 

November 2021, to identify the patterns, trends, and basic assumptions of the dataset. The second stage 

included the usage of 1-year data from January 2018 to December 2018 to build up a fault detection model 

that helps to identify the faulty behaviour and the features that affect the power generation. The third stage 

included another one-year dataset from January 2016 to December 2016 to evaluate the model. 

 

 

 

Our analysis and the modelling dataset consist of 94335 entries along with 30 attributes. 

 
The below Table 2 describes the important Features and their Description that is used for our analysis. 
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Features Description 

Date_Time:  It provides the Date and Time details of the power measurement. 

Is1 - Is7:  Electrical current in each string from module1 to module7 

Radiation:   Radiation emitted by Sun 

Wind:  Speed of the wind 

DC_Power1:  Power generated from the array of 3 strings 

DC_Power2:  Power generated from the array of 4 strings 

Ambient_Temp:  Outside Temperature of the PV module 

DC_Energy1:  Measurement for energy pulses per minute from the array of 3 strings 

DC_Energy2:  Measurement for energy pulses per minute from the array of 4 strings 

Module_Temp:  The temperature inside PV system 

AC_Power1:  AC current produced from the array of 3 strings 

AC_Power2:  AC current produced from the array of 4 strings 

 

                               Table 2: Data Description of the Features 

 
 

3.3 Data Pre-processing and Cleaning 

 
The basic analysis, model creation and evaluation are performed on the data from data loggers of the residential 

solar panel. For a better analysis of the patterns and trends, we need to improve the dataset quality and check 

if there are any null values in the dataset which can create a problem while producing the output. Initially, the 

names of the columns in the dataset were not clear and were difficult to analyse. So, we renamed all the column 

names for a better understanding of features and verified if there are NA values present in the data set, we 

observed the IS (1-7) has some NA values that are because the voltage produced from the module exceeds 

2500mv, so the sensor doesn’t capture those values, so we replaced it with 0 as there is no current produced if 

it exceeds 2500mv. In addition, there was only one column from the logger file with NA value named 16--- 

which does not contain any relevant data. So, we deleted that unwanted column. Additionally, we created the 

new features time, date, month, and day from existing features Time_Date which is essential for our analysis 

to monitor the daily, monthly and timely production of DC_Power. Furthermore, performed correlation 

analysis to identify more correlated variables and selected features like Module_Temp, Is1-Is7, 

Ambient_Temp, DC_Power1, DC_Power2, Radiation, AC_Power1, AC_Power2, DC_Energy1, DC_Energy2 

and Wind_Speed for our analysis because these features have more influence on the power generation. The 

below Figures 4 and 5 show the dataset before and after pre-processing that was used for our study. 
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Before Data Cleaning: 

 
 

 
                                               
                                                     Figure 4: Raw Data Format 

 

After Data Cleaning: 

 

 
  

                                       Figure 5: Data After Cleaning 
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 Chapter 4: Data Analysis and Patterns 
We performed a time series analysis for all the features in the dataset to determine the different patterns and 

trends for our analysis of detection of fault. 

 
From our analysis, we observed the following features mainly had impact on the power generation [1]: 

 

Power generation (DC Power1 and DC Power2): 

 

Power generation is high during the time 05.33.20 till 16.40.00 as shown in Figure 6. In a comparison of 

different years (Oct-Nov 2021 and Jan-Dec 2018) datasets, the power production was found to be high during 

the month of March, April and May compared to Oct and Nov. The DC_Power1 and DC_Power2 follow the 

same patterns. 

 
 

     Figure 6: DC_Power1 generation variation with time 

 

 

 

Radiation: 

 

It has a positive effect on power generation [5,3], when radiation is high the power generation is also high. 

Radiation follows the same pattern as DC_Power as shown in (Figure 6), it is high during the time 11 am to 4 

pm and power generation is high during the same time. If Radiation is high and the power generation is low 

then we can say that there is some fault like shading, snow-covered or internal faults in the PV system. We 

can also observe that during the night-time, the radiation value is nearly 0. 
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                                    Figure 7: Variation of radiation with time 

 

 

DC_Energy1 and DC_Energy2: 

 

It is directly proportional to DC Power1 and DC Power2. The 3 strings are connected and produce the energy 

pulses, that is DC_Energy1 and the corresponding power generation is DC_Power1. In addition, the 4 strings 

that are connected produce the energy pulses, that is DC_Energy2 and the corresponding power generation is 

DC_Power2.  

The relationship between the DC_Energy1 and DC_Power1 is linear, the same with DC_Energy2 and 

DC_Power2 as shown in (Figure 8). 

 

 

 

 
                  

                             Figure 8: Relationship of DC Energy with DC Power 
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Ambient temperatures:  

 

Ambient temperature is below 0 during the month Jan to March, then it starts increasing and reaches its highest 

Temperature during August, it then decreases gradually till December and the same pattern is followed every 

year. 

 

 
                                  Figure 9: Ambient and Module Temperature 

 

The Ambient Temperature increases along with the increase in solar radiation [4], it will have an impact on 

power generation as shown in Figure 10. 

 

 
                                  Figure 10: Ambient Temperature and Radiation 
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Module Temperature: 

 

Electrical efficiency and the power output of PV module depend linearly on 

the operating temperature [14]. Module Temperature has a linear relation with DC_Power 1, when it is more 

than 25 Degree it has a negative correlation with power generation [16] as shown in Figure 11. 

 

 
 

 Figure 11: Module Temperature and Power Generation 

 

 
 

IS1 - IS7:  

 

It represents the Voltage pulses from String 1 to String 7 (IS1 to IS7). Each strings produces the voltage pulses 

between 2295 to 2496 Milli Volts (MV). If the voltage pulses are above 2400 MV then it contributes less to 

the power production. the measuring equipment registers a missing value where it should measure zero [3]. 

 



 

14 

 

 
         Figure 12: IS values and Power Generation 

 

 

 

 

Wind speed:  

 

Wind speed reduces the temperature of solar panels. Even adequate amount of wind speed helps in cleaning 

the dust deposited on the panels. A very high or very low wind speed does not help to increase the power 

output [1]. 

Wind speed is constant throughout the day, with the increase or decrease in the wind speed power generation 

is not affected. We analysed the effect of wind speed with DC_Power with Time in X-axis and Mean value of 

DC_Power and Wind in Y-axis and the 2 days results are shown in Figure 13. 
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     Figure 13: Wind Speed and Power Generation 

 

 

 

AC_Power1 and AC_Power2:  

 

Not all DC power from PV array is converted to AC power. There are some losses in conversion process based 

on inverters efficiency. Some modern inverters efficiency reaches up to 98 % indicated by their manufacturers 

[16]. 

AC_Power is directly proportional to DC_Power as shown Figure 14. If there is DC power delivered but less 

AC power generated than expected the inverter may be malfunctioning. 

 

 

 
   

 Figure 14: AC_Power and DC_Power linearity 
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Chapter 5: Linear Regression 
 

Solar radiation is a primary factor affecting power output. Some studies are ongoing with the goal of estimating 

solar radiation to predict future power output [20,21]. There have also been other studies based on the linear 

regression model used in this study, for solar power estimation. For example, a multiple linear regression 

model was constructed for system-life evaluation and solar power estimation, using data such as the number 

of solar panels, the number of inverters, and geographic space (GIS), as well as solar radiation data [22,23]. 

 

Solar power output is greatly affected by meteorological conditions that include Solar Radiation, Ambient 

Temperature, Module Temperature, AC Power and DC Energy. Power output (DC Power) is the one most 

closely related to solar radiation. Thus, it can be assumed that solar radiation and power output have a strong 

correlation and radiation has impact in power production. Therefore, we selected Radiation and DC_Power 

for the linear regression as it should be linearly related [19]. In addition, from the (Section 4) we observed 

AC_Power and DC_Energy had linear relations (Figures 8 and 14) with DC_Power and no data points were 

away from line of best fit. So, we can say that there is no inverter malfunctioning happening, and the proper 

amount of energy is also being converted. Moreover, we also know that DC_Energy and AC_Power is 

generated after the production of DC Power. As mentioned in the paper [19] Radiation has a high impact on 

power generation. So, we used Radiation and DC_Power for further investigation to check the linearity 

between them. 

 

Linear regression uses linear estimate function to model the relationship between two variables by fitting a 

linear equation to the available data [18].  

 

These regression estimates are used to explain the relationship between one dependent (DC_Power1, 

DC_Power2) and one independent variable (Radiation) for our study. The regression equation y= mx+c, where 

y is the dependent variable score, c is constant, m is the regression coefficient and x is the score of the 

independent variable. We used the method of least squares for fitting the regression line and this method 

calculates the best-fitting lines for the observed data by minimizing the sum of the squares of the deviations 

from each data point to the line. The output of OLS fit is shown in Appendix 5 (Figure e). 

The regression equation for DC_Power1 = 9.3802 * Radiation + 8.4526 and the regression equation for 

DC_Power2 = 9.6083* Radiation – 4.343539. 

 

Each additional watts of radiation can produce 9.3802 Watts of DC_Power1 and the R squares value is 91% 

which means 91 % of the variation in DC_Power1 can be explained by the radiation. In addition, each 

additional watts of radiation can produce 9.6083 Watts of DC_Power2 and the R squares value is 96% which 

means 96 % of the variation in DC_Power2 can be explained by the radiation.  

The data points around the regression line that maintains the linear relationship between the variable Radiation 

and DC_Power1, DC_Power2 which behaves normally as expected in the PV System (Low Radiation-Low 

Power, Medium Radiation-Medium Power, High Radiation-High Power) and the data points away from the 

line of best fit are considered as the fault as shown in Figure 15. 
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                                     Figure 15: Line of best fit draw for DC Power and Radiation 

 

Moreover, to separate the fault data from the original data set, two parallel lines above and below the line of 

best fit was drawn for both Dc_Power1 and DC_Power2, the data points within these lines are considered 

normal working (Low Radiation-Low Power, Medium Radiation-Medium Power, High Radiation-High 

Power) one and are removed from our analysis as our focus was on the nonlinear data points. The remaining 

data points above and below these lines that is faulty data points. The result of DC_Power1 is shown in Figure 

16 was considered for further analysis. 

 

 
 
 

 
     Figure 16: Highlighting and removal of the linear data points  
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Chapter 6: Clustering and Feature selection 

 

6.1 Hierarchical clustering 
 

Clustering is one of the unsupervised Machine learning techniques that look for the patterns in the dataset 

without pre-existing labels. 

We used the Hierarchical clustering technique to identify the behaviour of the features within those faulty      

data points that resulted from the regression analysis. Hierarchical clustering will treat each of the data points 

as a singleton cluster, and then it successively merges clusters until all points have been merged into a single 

cluster. We have used single linkage hierarchical clustering, which groups clusters based on a bottom-up 

fashion, and the smallest distance data points will be merged into clusters. So, from this method we could 

observe 3 groups of clusters with Low Radiation-Medium power named Fault1 as discussed in the section (5) 

they should have complete linear relation, but this could not be observed with this data set. Medium Radiation-

Low Power and High Radiation -Medium Power named Fault2, and Medium Radiation - Medium Power, High 

Radiation-High Power named Normal is shown in Figure 17 for DC_Power1. 

 

 

Cluster 0 (Fault1): Low Radiation-Medium Power. 

Cluster 1 (Fault2):  Medium Radiation-Low Power and High Radiation-Medium Power. 

Cluster 2 (Normal): Medium Radiation - Medium Power and High Radiation-High Power. 

 

 
                     Figure 17: Cluster formed for DC_Power1 and Radiation 

 

For DC_Power2, we could observe 3 groups of clusters with Medium Radiation-Low Power named as Fault1, 

Low Radiation - Medium Power named as Fault2 and High Radiation-High Power named as Normal. The 

observed result is shown in the Figure 18. 

 

Cluster 1 (Fault1):  Medium Radiation-Low Power. 

Cluster 2 (Fault2):  Low Radiation - Medium Power  

Cluster 0 (Normal): High Radiation, High Power. 

 



 

19 

 

 
 

Figure 18: Cluster formed for DC_Power2 and Radiation 

 

 

 

Hierarchical clustering helped us to classify faulty data points after removal of linearly related data points 

(normal working as shown in Figure 16) with similar features and distinguish their characteristics based on 

the features Radiation and DC_Power. From the above result of the cluster, we can say that Fault1 and Fault2 

clusters are not producing Power as expected due to some factors as mentioned in Table 1. So, these clusters 

must be investigated further in order to identify which features and factors affect such behaviour of the data 

points. 

 

Moreover, we used a Density plot for these clusters to identify the behaviour of different features. The features 

that behaved differently for each cluster are Ambient Temperature, Module Temperature, Radiation, IS5, and 

IS7 for DC_Power1. For DC_Power2 the features are Ambient Temperature, Module Temperature, Radiation, 

IS3 and IS4 which is represented in Appendix 3: (Figure c, d). 

 

6.2 Feature importance 
 

Feature selection assigns the score of input features (Wind, Ambient Temperature, Radiation, Module 

Temperature, IS (1-7) values) based on their importance to predict the target variable (DC_Power1, 

DC_Power2) and their role in the cluster group that helps in identifying the Fault.  

The input features that is responsible to predict the target variable will be assigned with more score. Firstly, 

as mentioned above, we used feature selection to identify which features in our cluster are playing an important 

role in saying it is a fault. Secondly, we compared different feature selection methods for both DC_Power1 

and DC_Power2 like Random Forest, Decision tree and Shapely Value to identify the important features within 

the cluster and to cross verify if they are producing the same feature importance. In Python, the Scikit-learn 

library provides an extra variable with the model, which automatically computes the relevance score of each 

feature in our cluster group that helps to identify the most impacted feature with the highest score assigned. 

 

The most popular method for feature extraction is Random Forest which provides good accuracy, robustness, 

and ease of use. We used Random Forest for feature extraction and used other 2 methods Decision Tree and 

Shapley value to validate the result of Random Forest. The random forest can be used for both classification 

and Regression problems, Random Forest works well for both numerical and categorical data, implicitly 

performs feature selection and generates uncorrelated decision trees, can handle both linear and nonlinear 

relationship. The feature importance of Random Forest is shown in Figure 19 and 20. 
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Random Forest Built-in Feature Importance:  

 

In the case of a random forest, the significance of the features can be aggregated from the significance values 

of the features for individual decision trees by average. 

The random Forest algorithm has built-in feature importance which can be computed in two ways, we have 

used one of the ways which is the Gini Importance method for our analysis. 

 

Gini Importance: It is also known as the total decrease in node impurity. And also describes how much the 

model fits or decrease in accuracy when we drop a variable. It provides superior means for measuring feature 

relevance on the spectral data. For each feature, the algorithm collects how on average it can decrease the 

impurity. The average over all trees in the forest is the measure of the feature importance. The feature 

importance of Fault 1 and Fault2 of DC_Power1 is shown in Figure 17. 

 

 

 

DC_Power1: 

 

 
 

Figure 19: Feature Importance in Fault1 and Fault2 Group for DC_Power1 

 

 

For the Fault1 cluster group, the feature that has a high impact on a generation of Fault1 is Radiation, which 

is due to the Pyranometer, as it may be covered with Snow during winter or shaded due to changes in sun 

angle during summer, so the device is not capturing the values as expected as shown in Figure 19. 

The other features that have an impact are IS5 and Module Temperature. The Temperatures here are not 

following the expected range and voltage pulses from the IS5 is not in the expected level so it causes an effect 

on power generation as shown in Figure 13. 

For the Fault2 cluster group, the feature that has a high impact on the generation of Fault2 is IS5, which is due 

to the voltage produced from the module IS5 being more than the base value, so it has a negative impact on 

power generation. 

The other features that have an impact are IS7 and Ambient Temperature. The Radiation is very high in this 

group but due to the less contribution voltage produced from IS5 and IS7, the power production is impacted 

as shown in Figure 16. 
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DC_Power2: 

 

 
          

             Figure 20: Importance in Fault1 and Fault2 Group for DC_Power2 

 

 

For the Fault1 cluster, the feature that has a high impact on the generation of Fault1 is Radiation, which is due 

to the Pyranometer, it may be covered with Snow during winter or shaded due to changes in sun angle during 

summer, so the device is not capturing the values as expected as shown in Figure 20. 

The other features are IS3 and IS4, which contributes more towards the generation of power, but due to fewer 

Radiation values, as it is not captured as expected so they turned out to be in the faulty group as shown in 

Figure 18. 

 

For the Fault2 cluster, the features that have a high impact on the generation of Fault2 are IS4 and IS3, which 

is due to the voltage produced from the modules being more than the base value, so it has a negative impact 

on power generation. 

The power generation can also be impacted due to the modules covered with snow, water droplets or shading 

from nearby trees or the building as shown in Figure 1. 

 

Decision Tree Feature Importance: 

 

The basic idea for calculating feature importance using the method decision tree is to calculate the node 

impurity measure that subtracts the impurity measure for all child nodes. This gives us a measure of impurity 

reduction due to partitioning the specific feature of the node. The Decision Tree gave the same feature 

important as Random Forest. 

 

Shapley Value Feature Importance: 

 

In the Shapley Value method, the feature importance is computed using Random Forest Method. It is using 

the Shapley Value from the game theory concept to estimate how each feature contributes to the prediction 

model. Python pandas are used with the scikit-learn Random Forest library. The Shapley value gives the same 

feature important as Random Forest which is shown in Appendix 6 (Figure f, g). 
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Chapter 7: Prediction 
 

Predictive Modelling is a statistical technique used in Machine Learning to predict a future outcome with the 

help of existing data. Binary classification problem can be solved by using different machine learning 

algorithm, which provides good accuracy depending on the data volume. Most common binary classification 

methods used are Logistic Regression, Decision Tree, Random Forest, KNN, Bayes Theorem and SVM. 

 

 
                             Figure 21: Prediction Model Functioning 

 

For our analysis have built two separate prediction models for detecting faults for DC Power1 and DC Power2. 

We aim to use different classification machine learning algorithms for comparisons and determine the best 

way to classify faults and identify the most accurate one as described in Figure 21. 

 

We created a new column named Faults that contains the binary value 0 (No Fault) and 1 (Fault1 and Fault2) 

based on the clusters created as discussed in session 6. Firstly, we divided the features into Dependent and 

Independent variables. The Feature that had high Importance was used as the independent feature for the 

prediction modelling. Here the dependent feature is Fault, and the independent features are Ambient 

Temperature, Radiation, IS5 and IS7 for modelling the DC Power1. Similarly, the dependent feature is Fault, 

and the independent features are Module_Temp, Radiation, Is3, and Is4 for modelling the DC Power2. 

Secondly, it is very important to partition a dataset into training and testing sets for the supervised machine 

learning method. We splitted the data into 75% of the train set and 25% for the test set using the function 

train_test_split(), then fitted the model on the training set using fit() and performed prediction on the test set 

using predict() and to assess the performance of the model we generated the confusion matrix. The confusion 

matrix is useful for analysing different indexes like precision, recall, accuracy, and misclassification/error rate 

as shown in Figure 22. 
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 Figure 22: Confusion Matrix 

 

Precision = TP / Total Positive predictions = TP / TP + FP 

How often the positive prediction of the model is right can be measured using Precision. 

 

Recall = TP / Actual Positive predictions = TP / TP + FN 

Recall measures how often the model predicts right an anomaly. 

 

Accuracy = TP + TN / TP + TN + FP + FN 

It measures how accurately the model can predict the fault of PV data points. 

 

Misclassification / error rate = FP + FN / TP+TN + FP + FN 

It is the total number of incorrect predictions/ total no of the dataset. 

 

 

Random Forest: 

 

Random forest is a supervised learning algorithm that can be used for both Classification and regression 

problems. It is an ensemble method it selects random samples from the training dataset and generates the 

decision tree and makes the prediction on it. It repeats the operation for the assigned number of trees (100 in 

our model), then in the classification problem, each tree votes and the most popular class is chosen as the 

result. 

 

SVM: 

 

Support vector machine is a binary classifier as the model works by generating a hyperplane that is used to 

separate the training data as far as possible. It generates optimal hyperplane in an iterative manner which is 

used to minimize the error. It is implemented using a Kernel, a kernel that transforms input data into the 

required form. To build a support vector machine model, First, import the SVM module and create a support 

vector classifier object by passing the argument kernel as the linear, polynomial, Gaussian kernel 

in SVC() function. There are various types of functions like linear, polynomial, and Gaussian.  

 

Linear Kernel: A linear kernel can be used as a normal point product for any given observation. The product 

between two vectors is the sum of the multiplication of each pair of input values. 

 

K(x, xi) = sum(x*xi) 

 

Polynomial Kernel: A polynomial kernel is a more general form of the linear kernel. The polynomial kernel 

can distinguish the nonlinear or curved input space. 
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K(x, xi) = 1+sum(x*xi) ^d,   where d is the degree of the polynomial. 

 

 

Gaussian Kernel/ Radial Basis Function Kernel: It is a popular kernel function commonly used in support 

vector machine classification. RBF can map an input space in infinite dimensional space. 

                                        K(x, xi) = exp(-gamma * sum((x – xi^2)) 

KNN: 

 

K-nearest neighbours is a supervised machine learning technique that can be used to handle both classification 

and regression problems. In KNN the distance between the data points is measured, Euclidean distance is the 

most popularly used method for calculating the distance. KNN classifier identifies the class of the data points 

and we can set different values for the k(No of neighbours), If K is set to 4, then the classes of 4 nearest data 

points are determined and the prediction is based on the predominant class. 

For implementing KNN import the KNeighborsClassifier module and create the KNN classifier object by 

passing the value of k in KNeighborsClassifier() function. 

 

Naive Bayes Classification:  

 

This is a supervised learning method based on the Bayes theorem. In the Naive Bayes classifier, the 

probabilities of the individual features are multiplied to provide an overestimation of probabilities which 

decides the class of the input. It assumes that the effect of a particular feature in a class is independent of other 

features and this assumption is called class conditional independence. 

For implementing Naive Bayes import the GaussianNB module from sklearn.naive_bayes and create the 

Gaussian classifier using GaussianNB () function. 

 

 

Decision Tree 

 

Decision trees are one of the widely used machine learning techniques for predictive modelling. The model 

draws accurate results of the target value by taking into consideration of the observation in the sample 

population. The decision tree will begin the splitting by considering each feature in the training data. The mean 

of all the responses in the training data of a group is taken as the prediction result for that group. The above 

function is applied to all data points and the cost is calculated for all candidate splits. Again, the node with the 

lowest cost is considered for the split. The cost function used for classification problems is: 

G = sum (pk * (1 — pk)) 

 

   Here, pk is proportion of same class inputs present in a particular group. 

 

Logistic Regression 

 

Logistic regression is a Machine Learning classification algorithm that is used to predict the probability of 

certain classes based on some dependent variables. The logistic model computes a sum of the input features 

and calculates the logistic of the result. 

 

The result of logistic regression model is always lies between 0 and 1, which is suitable for a binary 

classification task.  
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7.1 DC_Power 1 Results 
 

From our study we could observe that all the classification techniques performed well in predicting the faults, 

but Random Forest performed much better with an accuracy of 98%. 

 

Fault detection for all six models (Logistic Regression, Decision Tree, Random Forest, KNN, Bayes Theorem 

and SVM) have been studied and generated dataset have been trained using those models for predicting 

DC_Power1. All 6 techniques gave appreciable accuracy for fault prediction. The best validation performance 

is attained by Random Forest, Decision Tree and KNN with an accuracy of 98%. 

 

Random forest was performed using 100 decision trees and KNN with no of neighbours equal to 1 produced 

a more accurate result. Moreover, the Support Vector with polynomial kernel and Logistic Regression also 

performed with an accuracy of 97%, However, Naive Bayes dint performs well compared to other models as 

shown in Table 3. 

 

       
                     

                    Table 3: Performance of different models 

 

 

7.2 DC_Power 2 Results 
 

Fault detection for all six models (Logistic Regression, Decision Tree, Random Forest, KNN, Bayes Theorem 

and SVM) have been studied and generated dataset have been trained using those models for predicting 

DC_Power2. All 6 techniques gave appreciable accuracy for fault prediction. The best validation performance 

is attained by Random Forest, Decision Tree and KNN with an accuracy of 99%. 

 

Random forest was performed using 100 decision trees and KNN with no of neighbours equal to 1 produced 

a more accurate result. Moreover, the Support Vector with polynomial kernel and Logistic Regression 

performed better in this case with an accuracy of 98%, However, Naive Bayes dint performs well compared 

to other models as shown in Table 4. 
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                      Table 4: Performance of different models 
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Chapter 8: Conclusion and Future Work 

 
The solar industry has grown rapidly in recent years and PV systems have grown rapidly. Detecting and 

predicting various failures in the PV system is a key factor to increase the efficiency, reliability, and lifetime 

of the PV system. [15] 

 

The idea that motivated to work on this thesis is to find a data driven solution that helps in detecting faults in 

residential PV Systems using Machine Learning Techniques. The main motive would be to improve the 

performance of PV systems by identifying faulty situations and factors which help in general improvement of 

the working of the solar systems, which could increase in usage of PV systems in residential areas. The increase 

in the usage of PV systems can help to reduce the emission of CO2 by approximately 69 to 100 million tons 

by 2030 which creates a positive impact on the environment.[17] 

 

From the findings in this study, we identified that the feature Radiation is highly correlated with DC_Power 

(Appendix 2.b), So we performed linear regression with Radiation as the independent variable and DC_Power 

as the dependent variable, after performing the regression we could observe that some of the data points where 

not linearly related as expected, Furthermore, we removed the linearly related data points as its behaving as 

expected since our focus was on faulty data points, the faulty data points where clustered. Clustering 

techniques were used to differentiate the fault data points and we could observe that we have two sets of faulty 

groups where one group had low radiation, but the power generation was Medium, and another group had 

Medium Radiation-Low Power and High Radiation -Medium Power. Moreover, we performed feature 

selection to identify the features that have an impact on power degradation.  

 

To answer our first research question, from the above obtained faulty group, we identified that the main factor 

that affects the performance is Radiation, as it’s not captured properly by the pyranometer due to shading from 

the buildings and the nearby trees, snow, and water droplets. In addition, IS3, IS4, IS5, and IS7 values also 

contribute a lot to the degradation of power production. The minor factors that influence power degradation 

are Ambient Temperature, Module Temperature, IS1, IS2, and IS6. Furthermore, to address our second 

research question, we created one new column Fault which distinguishes the Faulty and Non-Faulty data points 

and used different prediction models to predict the fault using the identified faulty features and compared their 

accuracy. Across all the models we could observe that all the methods can detect faults, in terms of 

performance Random Forest, Decision tree and KNN predicted the fault with an accuracy of 98% for both 

DC_Power1 and 99% for DC_Power2. 

 

This study was only limited in its scope that it is focused on detecting the faults only for the PV System that 

is used for residential purposes. Our study mainly focused on analysing the factors and the features that lead 

to performance degradation in the generation of power in PV Systems and finding the different groups of faults 

based on certain environmental and internal conditions using Clustering Methods and predicting the fault using 

different models and comparing the accuracy of different model to identify the best accurate one. 

 

Future work will focus on more optimized model structuring, making it more suitable for fault detection in 

industrial PV systems. It is recommended to explore various Machine Learning methods with different input 

features and investigate the fault prediction accuracy using hybrid models. Furthermore, predict the energy 

loss and AC Power conversion loss due to power degradation in residential and industrial sectors. 
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Appendices: 

 
Appendix 1: Logger Data set  

 

The Figure a represents the dataset details that are used for our study of detection of Fault in PV System. 

These values are captured by dataset logger for the Residential PV System.  

 

 

 
a) Dataset Logger details 
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Appendix 2: Corelation Analysis of the Features 

 

 

 
b) Corelation Analysis 

 

Appendix 3: Density plot for DC_Power1 

 

  
 



 

33 

 

  
 

 

 
 

c) Density plot for DC_Power1 

 

 

 

Appendix 4: Density plot for DC_Power2 
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  d) Density plot for DC_Power2 

 

 

The Density plot in the Figure c and d represents the behaviour of each features with respect to different 

clusters created for both DC_Power1 and DC_Power2. The Density plot is a type of data visualization tool 

that uses kernel smoothing while plotting the values. For our study we have checked the density plot along 

with feature importance to identify the faulty behaviour of different cluster group. 
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Appendix 5: OLS Regression Result 

 

 

 
                                  

                             e) OLS Regression result of DC_Power1 and DC_Power2 

 

 

 

Appendix 6: Feature Importance (Shapley Value) 

 

 

     DC_Power1: 

 

 
 

                                                   f) Feature Importance DC_Power1  
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DC_Power2: 

 

 
 

                                                    g) Feature Importance DC_Power2  
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