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Abstract: To maintain the life of building materials, it is critical to understand the hygrothermal
transfer mechanisms (HTM) between the walls and the layers inside the walls. Due to the extreme
instability of weather data, the actual data models of the HTM—the data being collected for actual
buildings using modern sensor technologies—would appear to be a great difference from any
theoretical models, in particular, for wood building materials. In this paper, we aim to consider a
variety of data analysis tools for hygrothermal transfer features. A novel approach for peak and
valley detection is proposed based on the discrete differentiation of the original data. Not to be
limited to the measure of peak and valley delays for HTM, we propose a cross-correlation analysis to
obtain the general delay between two daily time series, which seems to be representative of the delay
in the daily time series. Furthermore, the seasonal pattern of the hygrothermal transfer combined
with the correlation analysis reveals a reasonable relationship between the delays and the indoor and
outdoor climates.

Keywords: hygrothermal transfer mechanisms; data-driven approach; building exterior wall;
transfer patterns

1. Introduction

Buildings are one of the largest energy consumers in the world, and improving their
energy efficiency is crucial to mitigating climate change [1]. Buildings’ energy demand
is predicted to continue growing worldwide in the coming decades [2]. Hygrothermal
transfer of building exterior walls, which refers to the movement of heat and moisture
through the wall assemblies, is an important aspect of building energy efficiency [3].
Moreover, the hygrothermal performance of exterior walls is a crucial issue in the design,
assessment, and construction of energy-efficient buildings [4], which plays a vital role in
building performance, including energy consumption [5], corrosion resistance of structural
materials [6], occupant comfort and health [7], and material durability [8]. Research on
the hygrothermal performance of exterior walls has been an important and active area
of investigation since the mid-20th century. Two types of models are commonly used to
study this topic: physical models and data-driven models [9]. Physical models are based
on fundamental principles of heat and mass transfer and require detailed knowledge of the
physical properties and behavior of the materials involved. On the other hand, data-driven
models are based on machine learning methods or statistical analysis of measured data and
do not necessarily require explicit knowledge of the underlying physical mechanisms.
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Since the 1950s, extensive research has been conducted on physical models of heat
and moisture transfer in porous media [9]. Various models have been developed, including
the Philip and De Vries model, the Luikov model, the Whitaker model, the Künzel model,
and the Mendes model. Simulation software, WUFI Pro, has been developed based on
the physical models. Additionally, simulation platforms such as COMSOL Multiphysics,
FLUENT, and MATLAB provide the possibility to develop simulation applications for
studying HTM. These software tools are capable of accurately characterizing moisture
diffusion and heat transfer within the layers of building walls, enabling a precise description
of the exchange of water vapor between the room air and the outer walls. However, it relies
heavily on simulations and mathematical models, which often do not accurately reflect
the actual performance of buildings in real-world conditions. Moreover, physical models
require heavy numerical computations and long calculation times and depend heavily on
expert knowledge, with a large number of inputs needed to define the models. In addition,
obtaining accurate parameters for the models can be difficult or impossible in certain cases.

With the rapid development of sensor and computer technology, there has been an
increasing interest in using data-driven methods to analyze and understand hygrothermal
transfer in building components. These methods rely on analyzing large datasets obtained
from the sensors placed on and inside the building components. Tijskens et al. (2019) [10]
trained different types of Deep Neural Networks, such as MLP, RNN (LSTM and GRU),
or CNN, to predict different hygrothermal time series like temperature, relative humidity
(RH), and moisture content at certain positions in a masonry wall and according to both
outdoor and indoor climates. The results indicate that only RNN (Recurrent Neural
Networks) and CNN (Convolutional Neural Networks) are able to capture the complex
patterns of the hygrothermal response. Additionally, CNN performed significantly better
and was 10 times faster than RNN. Tijskens et al. (2021) [11] fine-tuned the CNN model
to predict the hygrothermal response for timber frame walls. It is shown that the network
can accurately predict the hygrothermal time series and can be employed with confidence
to estimate the moisture damage risks (mold growth, condensation run-off risk). Tzuc
et al. (2021) [12] developed an Artificial Neural Network (ANN)-based model to study the
hygrothermal behavior inside a concrete wall based on the temperature and RH of both the
external environment and the microclimate. Furthermore, the study of Tzuc et al. (2021)
was accompanied by a global sensitivity analysis that allowed us to identify the relevance
and impact of the modeling variables on hygrothermal performance. However, while AI
models can provide accurate predictions, their main and common drawback is that they
lack the ability to provide a clear physical understanding of the underlying hygrothermal
transfer processes (black box).

Identifying transfer patterns is a crucial step in calculating the dynamic changes of
moisture within building materials under natural climatic conditions. However, under-
standing hygrothermal transfer quantitatively can be challenging due to the complexity
of the transfer process, which is influenced by various factors such as regional climates
and environments, wall construction materials, and configurations. To address this issue,
advanced machine learning methods are required. In our previous study, we analyzed the
hygrothermal transfer pattern from the outside of the wall (RHT12) to the interior bamboo
and wood composite sheathing (RHT11) based on the peak delay of the daily hygrothermal
time series [13]. The results revealed a dominant effect of RHT12 on RHT11, and an inherent
time delay during hygrothermal transfer from RHT12 to RHT11. The transfer time ranged
from 1 to 2 h for temperature and 1 to 4 h for RH Moreover, the study was also able to
capture the seasonal patterns of hygrothermal transfer and revealed a linear relationship
between temperature and moisture transfer. Specifically, the results showed that higher
temperatures lead to faster moisture transfer from RHT12 to RHT11. In this study, we aim
to further develop our understanding of hygrothermal transfer by expanding our analysis
to include more datasets and proposing new approaches to improve accuracy. The main
objective is to overcome the limitations of the physical models and AI models: (i) reduce the
heavy requirement for input variables and computation time compared to physical models;
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and (ii) provide a physical understanding of the hygrothermal transfer patterns compared
to AI models. The rest of the paper is organized as follows. The next section describes
the experimental setup, including how and where the data were collected. Subsequently,
Section 3 covers the methodology and framework of this study. Finally, in Section 4, the
results are presented and discussed.

2. Experimental Setup

All data used in this study were collected from an experimental building located in
the Huangshan Mountain district of Anhui Province, China, as depicted in Figure 1b. The
building is a modern example of Hui-style residential architecture, constructed entirely of
locally sourced bamboo and Chinese fir materials. The building was left in its natural state
without heating or air conditioning to study its hygrothermal performance under regional
climate conditions [13]. The use of the experimental building provides a unique oppor-
tunity to study the behaviors of building materials under natural conditions, without the
confounding effects of heating and cooling systems. Moreover, the building’s construction
using locally sourced materials highlights the potential for sustainable building practices
that can benefit both the environment and local communities.
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2.1. Exterior Wall Configuration and Sensor Installation

The exterior wall of the experimental building, depicted in Figure 1c, consisted of
several layers, including manufactured cladding, sheathing membrane, bamboo and wood
composite sheathing, studs, insulation, and gypsum. The structural panel sheathing on the
exterior framing was 11 mm thick bamboo–wood composite, while the interior framing
was finished with 10 mm thick gypsum board, which was painted with emulsion paint.
The studs were filled with fiberglass insulation. In addition, the exterior bamboo–wood
composite sheathing was covered with a vapor-permeable sheathing membrane to provide
a water-resistive barrier. This configuration of materials and layers was designed to simu-
late a typical exterior wall construction for modern Chinese Hui-style residential buildings
while also providing a controlled environment to study the hygrothermal performance of
the wall under field conditions.

Figure 1a shows the sensor layout where 16 sensors were installed. These sensors were
installed at different interfaces of the exterior wall to collect temperature and RH data. The
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sensors used were HygroClip S3 probes, capable of measuring temperature within a range
of −40 ◦C to 60 ◦C and RH within a range of 0% to 100%. The sensors were connected
to Campbell’s CR1000 data logger, which stored the collected data for further analysis.
Continuing from our previous study [13], this study analyzed the data collected from the
sensor set placed on the north wall of the building, positioned 300 mm above the ground,
consisting of RHT9, RHT10, RHT11, and RHT12. The locations of these 4 sensors in the
field are shown in Figure 1c.

2.2. Data Collection

The dataset was collected with the sensors RHT9–RHT12 from the year 2012 to 2017,
while in this study only the dataset collected over the course of 2012 was used. The sensors
measured temperature and RH values every 10 min, resulting in a total of 144 observations
per day and 52,704 observations over the entire year. In this paper, T9, T10, T11, and T12
denote the temperature of sensors RHT9–RHT12, respectively, while RH9, RH10, RH11,
and RH12 denote the RH of sensors RHT9–RHT12, respectively.

3. Methodology
3.1. Methodology Overviews

The research methodology is illustrated in Figure 2. Initially, the data analysis was
conducted through two parallel work packages (WP1 and WP2). In WP1, a clustering
analysis was performed (as detailed in Section 3.2.1) on the daily data segments to identify
the most typical daily patterns. Subsequently, the peak and valley of the data segments
were detected using two distinct methods proposed in this study, which are explained in
detail in Section 3.2.2. The peak delay and valley delay were then used to represent the
delay phenomena between adjacent sensors. The peak delay was determined by analyzing
the difference between the peaks in the time domain, and similarly, the valley delay was
determined. In WP2, the delay phenomenon between adjacent sensors was inferred through
a correlation analysis, as explained in detail in Section 3.3.
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For a better visualization and quantitative comparison of the delay results obtained
from WP1 and WP2, a kernel density estimation technique was utilized, as explained in
Section 3.4. The results of the kernel density estimations indicated that the delay result of
WP2 effectively represents the delay phenomenon across the entire dataset. As a result, this
delay result, along with indoor and outdoor climate data, was fed into Turkey’s biweight
algorithm to compute the monthly center of each variable, as detailed in Section 3.5. Finally,
to explicitly reveal possible correlations between hygrothermal transfer properties and
indoor/outdoor climates, a correlation analysis was applied to these monthly centers.

3.2. WP1
3.2.1. Clustering

To cluster the 366 days and identify the most typical daily patterns of RH, as studied in
our previous paper [14], we found that utilizing hourly RH values as features and perform-
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ing K-means clustering resulted in a highly concentrated pattern clustering outcome. Based
on these findings, this study adopted the hourly RH values as features, with each hourly
value calculated as the mean of the RH values recorded within the corresponding hour.
This approach yielded a total of 366 samples (i.e., 366 days), each comprising 96 features
(24 × 4, 24 stands for 24 h in a day, and 4 is the number of the channels of RH values that
are RH9–12), which were subsequently used as the input for K-means clustering.

K-means clustering [15] is a popular unsupervised learning algorithm that partitions
data points into k clusters based on their similarity. The algorithm works by iteratively
assigning each data point to the cluster with the closest centroid, and then recalculating the
centroids of each cluster based on the newly assigned data points. This process continues
until the centroids converge and the clusters no longer change.

Firstly, we determined the optimal number of clusters for our dataset using the elbow
method. The elbow method involves plotting the within-cluster sum of squares (WSS)
for a range of cluster numbers and selecting the point at which the rate of decrease in
WSS begins to level off, forming an “elbow” in the plot. This point represents the optimal
number of clusters for the dataset. In addition, the silhouette coefficient for each data
point is also calculated to assist in determining the optimal k. This method measures the
similarity of a data point to its assigned cluster relative to other clusters. The silhouette
coefficient ranges from −1 to 1, with values closer to 1 indicating better clustering. Once
we determined the optimal number of clusters, we then applied k-means clustering to the
data using the scikit-learn library in Python. We ran the algorithm for 500 iterations with a
random initialization to ensure convergence.

Overall, the k-means clustering approach allowed us to identify distinct daily patterns
in the hygrothermal transfer of the building exterior wall and to group these patterns into
clusters based on their similarity.

3.2.2. Peak and Valley Detection and Delay Calculation

First, the data is smoothed by an exponentially weighted (EW) moving average with
a window size of 7. The EW function is calculated by Equation (1). In addition, the first
seven observations in the dataset keep its original values.

yt =
xt + (1− α)xt−1 + (1− α)2xt−2 + · · ·+ (1− α)7xt−7

1 + (1− α) + (1− α)2 + · · ·+ (1− α)7 , α =
2

windowsize + 1
(1)

Figure 3 displays a two-day time series of smoothed RH and temperature data, which
serves as an example in this study. The x-axis represents the index of the samples. Each
increment of the index corresponds to a 10 min interval, as the data was collected with a
logging time of 10 min. Consistent with our prior research findings in [13], outdoor RH
(RH12) and temperature (T12) were found to exert a dominant influence on the inwall’s
RH (RH10-11) and temperature (T10-11). That is, RHT12 has the largest amplitude and
dominates the RH and temperature variations inside the wall. For example, as can be
seen in Figure 3a, the increase/decrease trends happen in RH12 first until it reaches its
peak/valley, followed by RH11 increasing/decreasing subsequently until its peak/valley
which corresponds to the peak/valley of RH12. In a similar way, RH10 subsequently
follows RH11. The same relationship appears among temperatures, as can also be observed
in Figure 3b. In short, RHT12 was observed to be positively correlated with corresponding
changes in the RH and temperature inside the wall.
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To detect the daily peak and valley of each variable, two different methods were
proposed as follows. As a result, the peak/valley delay between the adjacent sensors can
then be calculated by the time difference between the peaks/valleys of the corresponding
sensors. Specifically, the peak/valley delay between RHT12 and RHT11 is calculated
by subtracting the timestamp of the peak/valley of RHT11 from the timestamp of the
peak/valley of RHT12 on the same day. Likewise, the delay between RHT11 and RHT10 is
calculated by subtracting the timestamp of the peak/valley of RHT10 from that of RHT11,
and the delay between RHT10 and RHT9 is calculated by subtracting the timestamp of the
peak/valley of RHT9 from that of RHT10.

Plateau method

The peak detection, as referred to in our previous publication [13], records the indices
and values of the peak point in the daily time series (xt, t = 00:00, 00:10, 00:20, . . ., 23:50)
for each variable, i.e., RH12, RH11, RH10, RH9, T12, T11, T10, and T9. The method starts
with finding the maximum xmax and minimum xmin values of the daily segment for each
variable. It then creates a range of [xmax − δ, xmax], where δ = k ∗ (xmax − xmin), and k is
the ratio parameter used to control the sensitivity of the peak detection algorithm. Then,
the algorithm iterates backward through the data and identifies the first observation that
has a value in the defined range [xmax − δ, xmax]. That identified observation is the peak
xp. The mathematical expression is shown in Equation (2):

xp = {xt : xt ∈ [xmax − δ, xmax], where t = max(t)} (2)

The peak delay time is calculated as the time difference between the peak of one sensor
and the corresponding peak of its adjacent sensor. However, as explained in [13], RH12
and RH11 increase again in the afternoon, and sometimes they reach an even higher value
than the peak that occurred earlier, which hinders us from correctly identifying the peak
of RH12. We, therefore, limited the search range to overcome this issue, as illustrated in
Equation (3).

xp = {xt : xt ∈ [xmax − δ, xmax], where t = max(t), t ∈ [00:00, 15:00], x ∈ (RH12, RH11)} (3)

Similarly, to identify the valley xv in the daily time series xt, the same algorithm can
be adapted with adjustments. Firstly, the range is updated to [xmin, xmin − δ], and then the
valley can be defined as expressed by Equation (4).

xv = {xt : xt ∈ [xmin, xmin − δ], where t = max(t)} (4)

However, Figure 3 reveals a potential issue with identifying the valleys of the RH10
and RH9 time series, as the following valley occurs on the next day, falling outside the
daily segment. To address this issue, we have extended the search range for detecting
the valleys of RH10 and RH9 using an expanded range, as described in Equation (5). In
contrast, the temperature time series shows a distinct pattern, decreasing in the evening
and presenting a risk of falling below the valley point earlier in the day. To tackle this issue,



Buildings 2023, 13, 2151 7 of 18

we have restricted the search range for identifying the valley of the daily temperature time
series, as expressed in Equation (6). This approach allows us to identify the valley more
accurately and avoid underestimating the temperature during the day. By adjusting the
search range for each variable, we ensure that the valleys are accurately identified and
captured, providing a robust basis for subsequent analysis.

xv = {xt : xt ∈ [xmin, xmin − δ], where t = max(t), t ∈ [00:00, 24:00 + 12:00], x ∈ (RH10, RH9)} (5)

xv = {xt : xt ∈ [xmin, xmin − δ], where t = max(t), t ∈ [00:00, 16:00], x ∈ (T12, T11, T10, T9)} (6)

Root Detection

To identify the peak and valley of the daily time series from a fresh angle and poten-
tially improve the identification of the peak point with greater accuracy and precision, as
well as provide a more robust methodology for peak detection in noisy or irregularly spaced
data, a two-step approach was employed. First, the discrete differentiation is calculated
using (xt+∆ − xt)/∆, ∆ = 10 min, to obtain the slope of the daily time series curve at each
data point, which is subsequently smoothed by the EW moving average. Next, the data
points were interpolated using the Python function “scipy.interpolate.interp1d” to obtain a
continuous function y(t) that approximates the curve. Finally, the roots of the continuous
function were found, which represent the peak and valley points in the original curve,
respectively.

Figure 4 shows an example of the derivative of a two-day time series after being
smoothed. However, multiple roots were detected around the corresponding peak and
root in the original curve. To tackle this problem, similar to the plateau method, we first
defined a search range that ensures that the peak falls within it, and then performed a
backward search within this range to identify the first observation yt0 with y′t0 < 0; y′t0 is
the derivative of y(t) at t0. The data point yt0 was identified as the one corresponding to
the peak of the original data. Likewise, a search range is defined that ensures the valley
falls within, and then a backward search is undertaken within this range to identify the first
observation yt1 with y′t1 > 0; y′t1 is the derivative of y(t) at t1 and yt1 is the data point that
corresponds to the valley of the original data. The detailed calculation of the root detection
can be found in Equations (7) and (8), as follows:

yt0 =


{

yt : yt = 0 y
′
t < 0, where t = max(t), y ∈ (T12, T11, T10, T9, RH10, RH9)

}
{

yt : yt = 0 y
′
t < 0, where t = max(t), t ∈ [00:00, 15:00], y ∈ (RH12, RH11)

} (7)

yt1 =



{
yt : yt = 0 y

′
t > 0, where t = max(t), t ∈ [0:00, 16:00], y ∈ (T12, T11, T10, T9)

}
{

yt : yt = 0 y
′
t > 0, where t = max(t), t ∈ [0:00, 24:00], y ∈ (RH12, RH11)

}
{

yt : yt = 0 y
′
t > 0, where t = max(t), t ∈ [00:00, 24:00 + 12:00], y ∈ (RH10, RH9)

} (8)
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3.3. WP2

To obtain a general and systematic quantification of the delay between adjacent sensors
on a daily basis, we proposed a cross-correlation analysis between the two-time series
using the Spearman correlation coefficient. Cross-correlation [16] is originally a basic signal
processing method that is used to analyze the similarity between two signals with different
lags. Besides obtaining an idea of the precision of the matching between the two signals,
the point of time (or index) of the maximum similarity can also be obtained.

To derive the delay between time series from two adjacent sensors on a daily basis,
we first have one daily time series fixed, noted as {Xi(t) : t = 144 ∗ i : 144 ∗ (i + 1),
i = 0, 1, 2, . . . , 365}. The length of the daily time series is 144 observations a day because
of the 10 min interval sampling of the data collection. Then, the other time series has
lags ranging from −144 to 144, noted as {Yi(t, k) : t = 144 ∗ i + k : 144 ∗ (i + 1) + k,
k ∈ [−144, 144]}. The choice of the range k is to ensure the complete search for possible
delays between any adjacent sensors, as well as to limit the search range for computational
optimization. For each day i, the Spearman correlation is calculated between time series Xi
and Yi for each lag k, noted as follows:

Spearman_corri(k) = corr(Xi, Yi(k)) (9)

Then, the lag Ki that corresponds to the maximum cross-correlation coefficient be-
tween Xi and Yi is selected, namely, Spearman_corri(Ki) = max(Spearman_corri(k)). Con-
sequently, the delay can be calculated using Equation (10) for each day i.

delayi = 10 ∗ Ki, i = 0, 1, 2, . . . , 365 (10)

3.4. Kernel Density Estimation

Kernel density estimation (KDE) is a non-parametric technique used for estimating
the probability density function of a random variable based on a sample of data points [17].
The basic idea behind KDE is to estimate the density function as a weighted sum of
kernel functions centered at each data point. The resulting density estimate is a smooth
function that represents the underlying distribution of the data. One of the advantages of
kernel density estimation is that it does not make any assumptions about the underlying
distribution of the data, making it a flexible and powerful tool for data analysis.

KDE works by weighing each data point with a kernel function and computing a
smoothed estimate of the PDF. The bandwidth parameter controls the smoothness of the
KDE, and the resulting estimate can be used to evaluate the PDF at any point. The KDE
algorithm used in this study is shown in the following.

For a sample x = {x1, x2, . . . , xn}, the KDE function is defined in the following way:

f (xi) =
1

n ∗ h∑n
j=1 K

( xi − xj

h

)
(11)

K is the kernel; the Gaussian kernel is applied in this study, as expressed in Equation (12).

K(u) =
1√
2π

exp(−u2

2
) (12)

h is the bandwidth; here, Scott’s rule-of-thumb [18] bandwidth estimator is used, and
it is calculated using h = 1.06 ∗ s ∗ n−

1
5 , where s is the standard deviation of the sample

and n is the sample size.

3.5. Tukey’s Biweight

Tukey’s biweight is a robust estimator used in statistics to calculate the center and
dispersion of a dataset, especially in the presence of outliers [19]. It is a popular alternative
to mean and standard deviation as it is more resistant to the effects of extreme values. The
biweight is defined as a weighted average of the observations, with the weights decreasing
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rapidly as the distance between an observation and the center of the dataset increases. The
weight function used in the biweight is a cubic function, which makes it less sensitive to
outliers than other robust estimators.

The algorithm starts by assuming an initial center, which could be the mean, median, or
any other value. It then calculates a weight Ŵi for each data point Xi based on its distance
Ui from the center, as shown in Equations (13) and (14), with the weights decreasing
rapidly as the distance increases. Any data point with its distance to the center greater
than 3*IRQ is considered an outlier and is given a 0.00 weight. Using these weights, the
algorithm computes a new center as a weighted average of the data points, as expressed in
Equation (15). This new center is then used to compute a new set of weights, which, in turn,
are used to update the center. This iterative process continues until the center converges to
a stable estimate.

Wi =


(

1−
(

Ui
C

)2
)2

i f |Ui| ≤ C

0 i f |Ui| > C
(13)

where Ui = Xi − center, C = 3 ∗ (Q3 −Q1), Q3 and Q1 are the 75th and 25th percentiles
of the input data, respectively. To normalize the weights Wi,

Ŵi =
Wi

∑ Wi
(14)

center = ∑ Xi ∗ Ŵi (15)

4. Results and Discussion
4.1. WP1
4.1.1. Clustering

The purpose of clustering analysis is to aggregate the daily time series with similar
patterns into the same cluster to identify the general patterns with better accuracy. Perform-
ing the k-means clustering on the preprocessed data with k ranging from 1 to 19; the elbow
plot is shown in Figure 5a.
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Figure 5. (a) The elbow plot; (b) the silhouette plot.

Based on the analysis of the elbow plot, it was observed that the optimal number of
clusters was either 2, 3, or 4. To further refine the optimal number, the silhouette scores for
different cluster numbers were calculated, as shown in Figure 5b. Based on this evaluation,
the optimal number of clusters was determined to be 2. Subsequently, the clustering
algorithm was applied to the dataset, and the results indicated that out of the 366 daily
time series, 178 fell into the cluster of interest.
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4.1.2. Peak and Valley Delay

Based on the methodology described in Section 3.2.2, we were able to identify the peak
and valley for each of the daily time series selected by the clustering analysis. Subsequently,
the peak and valley delays between every pair of adjacent sensors were calculated. The
distribution of these delays is presented in the form of a boxplot in Figure 6. Additionally,
a more detailed histogram distribution of the delays can be found in Appendix A.

Buildings 2023, 13, x FOR PEER REVIEW 11 of 18 
 

  

(a) (b) 

Figure 6. Boxplot of peak/valley delay calculated by (a) the plateau method and (b) the root detec-

tion method. 

4.2. WP2 

Based on the methodology described in Section 3.3, the delays between every pair of 

adjacent sensors were calculated for each day. The distribution of these delays is presented 

in the form of a boxplot in Figure 7. Additionally, a more detailed histogram distribution 

of the delays can be found in Appendix B. 

The results presented in Figure 7 are consistent with those described in Section 4.1.2. 

A similar conclusion can be drawn, namely that the hygrothermal conditions of RHT12 

have a dominating effect on the variation in RHT11, and similarly, RHT11 has a dominant 

impact on RHT10. In addition, the delays between RHT11 and RHT10 are significantly 

longer than the delays of the other pairs of adjacent sensors. Last but not least, overall 

speaking, there is a higher variance in the delay of RH than the delay of temperature. To 

comprehensively and quantitatively compare the results obtained from WP1 and WP2, a 

KDE analysis was carried out, and the results are presented in Section 4.3. 

 

Figure 7. Boxplot of delay calculated by cross-correlation analysis. 

4.3. Kernal Density Estimation 

To visually and quantitatively compare the time delays obtained from the plateau 

method, root detection, and cross-correlation analysis, a KDE was performed on the de-

lays of each pair of adjacent sensors. This allowed for explicit visualization and compari-

son of the delays generated by each method. 

In Figure 8, note that the labels Derivative_Valley and Derivative_Peak refer to the 

delay of the valley and peak identified by the root detection method, respectively. The 

Figure 6. Boxplot of peak/valley delay calculated by (a) the plateau method and (b) the root detection
method.

First of all, Figure 6a shows that the peak and valley delays are mostly above 0, except
for the delay between RHT10 and RHT9. This implies that RHT12 increases first until it
reaches its peak, RHT11 subsequently increases until it reaches its peak, and RHT10 follows
subsequently. Vice versa, RHT12 also decreases first until it reaches its valley, and RHT11
and RHT10 follow subsequently. Between RHT10 and RHT9, there is no consistent pattern
that one always increases or decreases ahead of the other. It can then be concluded that
the heat and moisture from the exterior of the building dominated the heat and moisture
inside the wall layer where RHT11 is located, and subsequently, this dominance extended
to the wall layer where RHT10 is located. The delay between RHT10 and RHT9 showed a
distribution around 0, with delays both above and below 0, especially in the delay of RH.
It can be inferred, unlike the relationship between RHT12–RHT11 or RHT11–RHT10, that
there is no clear dominator between RHT10 and RHT9. At times, the heat and moisture of
RHT10 may overpower RHT9, while at other times, the opposite may occur.

Furthermore, upon examining the boxplots in Figure 6a, the delay between RHT11
and RHT10 is the largest, which means it takes the longest time for heat and moisture to
transfer between these two sensors. It is because the distance between RHT11 and RHT10
is the largest, as can be seen in Figure 1b. An intriguing observation is that the delay of
T11–T10 has a significantly longer peak delay than valley delay, while for the delay of
RH11–RH10, the valley delay is significantly longer than the peak delay. The peak transfer
is slower than the valley transfer between T11 and T10 because the insulation material
between them can prevent heat from rising, but it does not store heat. Therefore, the heat
from T11 can slowly transfer to T10, while T10 quickly drops as T11 decreases. Regarding
the peak transfer being faster than the valley transfer between RH11 and RH10, it can be
explained by the rate of absorption being generally faster than the rate of desorption in
porous materials in general [20]. This is because water has a high surface tension and can
easily wet the surface of the porous material, allowing it to quickly enter the pores due
to capillary action. Once inside the pores, water can be retained by the porous structure
through hydrogen bonding and other attractive forces. In contrast, during desorption, the
water has to overcome the attractive forces between the water molecules and the porous
material to leave the pores. This can result in a slower rate of water release from the
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material. Furthermore, another interesting finding from the boxplots is that the delay of RH
generally takes longer and has a higher variance compared to the delays of temperature.
The longer transfer time for moisture compared to heat in building exterior walls can be
attributed to the physical properties of building materials and different mechanisms of
heat and moisture transfer. Moisture transfer involves the movement of water molecules
through porous materials, which is a slower process compared to the transfer of heat
energy [21]. Additionally, factors such as vapor pressure gradients, moisture barriers, and
the hygroscopic properties of materials can further influence and slow down moisture
transfer [22]. These factors contribute to a higher variance in transfer time for moisture
compared to heat in building exterior walls.

Figure 6b illustrates the distribution of peak/valley delay calculated using the root
detection method. As can be observed, there is no significant difference from the boxplots
in Figure 6a. To further compare these two different peak/valley detection methods and
their results, Section 4.3 offers a detailed and comprehensive comparison of the delays
obtained from different methods.

4.2. WP2

Based on the methodology described in Section 3.3, the delays between every pair of
adjacent sensors were calculated for each day. The distribution of these delays is presented
in the form of a boxplot in Figure 7. Additionally, a more detailed histogram distribution of
the delays can be found in Appendix B.
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The results presented in Figure 7 are consistent with those described in Section 4.1.2.
A similar conclusion can be drawn, namely that the hygrothermal conditions of RHT12
have a dominating effect on the variation in RHT11, and similarly, RHT11 has a dominant
impact on RHT10. In addition, the delays between RHT11 and RHT10 are significantly
longer than the delays of the other pairs of adjacent sensors. Last but not least, overall
speaking, there is a higher variance in the delay of RH than the delay of temperature. To
comprehensively and quantitatively compare the results obtained from WP1 and WP2, a
KDE analysis was carried out, and the results are presented in Section 4.3.

4.3. Kernal Density Estimation

To visually and quantitatively compare the time delays obtained from the plateau
method, root detection, and cross-correlation analysis, a KDE was performed on the delays
of each pair of adjacent sensors. This allowed for explicit visualization and comparison of
the delays generated by each method.

In Figure 8, note that the labels Derivative_Valley and Derivative_Peak refer to the
delay of the valley and peak identified by the root detection method, respectively. The
figure shows the KDE of the delays calculated by different methods. It can be observed
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that the results from the plateau method and the root detection method are similar, with no
significant difference in their performance.
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As we can clearly see in Figure 8c,d, the peak delay of temperature is significantly
longer than the valley delay, while the peak delay of RH is significantly shorter than the
valley delay. The explanation behind this phenomenon is interpreted in Section 4.1.2. The
delay calculated by the cross-correlation method is distributed between the peak and valley
delays. This is expected since the delay was calculated based on the cross-correlation of the
daily time series, which includes both peak and valley features over the course of the entire
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day. At the same time, as shown in Figure 8a,b, it slightly shows the pattern mentioned
above, namely that the peak delay of temperature is longer than its valley delay and the
peak delay of RH is shorter than its valley delay. It shows slightly because the distance
between RHT12 and RHT11 is less than 1/3 of the distance between RHT11 and RHT10.
The shorter the distance, the weaker such a pattern is. However, it is noteworthy that the
delay calculated by cross-correlation is not distributed between the peak delay and valley
delay, but rather skewed towards the right side. Furthermore, as shown in Figure 8e,f, the
distribution of peak delay and valley delay does not show a clear pattern of one being
longer than the other, which could be because the distance between RHT10 and RHT9 is too
small for such a pattern to visually occur. The peak delay and valley delay are distributed
in a similar range, and the delay calculated by cross-correlation also falls within that range.

Overall, these results show that the hygrothermal behavior of the wall is complex and
dynamic, with different patterns of delay for temperature and RH, and different patterns
between peak and valley delays. Besides, the cross-correlation method can provide a useful
and overall representative measure of the delay in daily time series analysis.

4.4. Transfer Patterns at Monthly Scale

As discussed in [13], the monthly average RH peak delay time between RH11 and
RH12 decreased as the outdoor monthly average temperature increased. In this study, we
build upon this analysis by exploring the relationships between all adjacent sensor pairs
and the indoor and outdoor climate variables. Specifically, we aggregated the daily delays,
calculated using the cross-correlation method, to the monthly delays by computing the
biweight center of the daily delays within each month. Similarly, we computed the monthly
biweight center of the outdoor and indoor climate data series (RH12, T12, RH9, T9). We
then calculated the Spearman correlation coefficients between the monthly biweight centers
of the delays and the monthly biweight centers of the indoor and outdoor climate variables.

The results presented in Figure 9 indicate a strong negative monotonic correlation
between the delay of RH11 and RH12 and both indoor and outdoor temperatures, as
indicated by the Spearman correlation coefficients of -0.83. This finding is consistent with
previous research [13]. Additionally, the delay between RH10 and RH9 is also negatively
correlated with temperature to some extent, although it is less significant compared to the
delay between RH11 and RH12. In contrast, the delay between RH11 and RH10 shows no
correlation with indoor or outdoor RH or temperature; instead, it exhibits a strong positive
monotonic correlation with the delay between T11 and T10. On the other hand, compared to
the RH delay, the temperature delay is less correlated with indoor or outdoor temperature.
The delay between T12 and T11 is only positively correlated with temperature to some
degree, with a correlation coefficient of 0.71, whereas the delays between T11 and T10 and
T10 and T9 show no clear correlations with temperature but are highly positively correlated
with each other. This finding is intriguing as it demonstrates the potential of using the
delay time of temperature and RH as key indicators for the quantitative characterization
of hygrothermal transfer patterns. Such characterization provides a scientific foundation
for analyzing the movement and storage of moisture within bamboo and wood composite
walls.
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5. Conclusions

The literature review highlighted the limitations of data-driven models in explaining
the physical behaviors of bio-based materials and the lack of moisture transfer time and
accumulation estimation. In this research, we focused on modeling hygrothermal transfer
patterns using data-driven methods for bio-based building exterior walls. We proposed
a novel approach for peak and valley detection based on discrete differentiation, along
with cross-correlation analysis for general delays between daily time series. The results
showed no significant difference between the plateau method and root detection, and
the delay calculated by cross-correlation was representative of the daily time series delay.
Correlation analysis revealed a strong seasonal pattern in the delay between RH12 and
RH11, indicating shorter transfer times with higher temperatures. The delay between
RH11 and RH10 showed no clear seasonal pattern but was highly correlated with the delay
between T11 and T10. For temperature delays, no strong seasonal patterns were evident,
but the delays between T11 and T10 and T10 and T9 were strongly positively correlated.
These findings will serve as a crucial foundation for our next investigation, which aims to
model the movement and storage of moisture within the bio-based wall. Understanding the
hygrothermal transfer mechanism is contingent upon accurately capturing the dynamics of
moisture within the wall, making it an essential component of our research.

The future work includes analyzing the entire dataset collected from all 16 sensors
over 5 years to validate whether the transfer patterns and seasonal patterns identified in
the current data remain consistent. Besides, with a deep investigation and understanding
of the hygrothermal transfer directions and time, we can further develop empirical models
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based on machine learning algorithms to predict the moisture dynamics inside building
exterior walls.
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