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In this paper we present an analysis of how matter waves, guided as propagating modes in potential structures, are split under adiabatic conditions. The description is formulated in terms of localized states obtained through a unitary transformation acting on the mode functions. The mathematical framework results in coupled propagation equations that are decoupled in the asymptotic regions as well before as after the split. The resulting states have the advantage of describing propagation in situations, for instance matter-wave interferometers, where local perturbations make the transverse modes of the guiding potential unsuitable as a basis. The different regimes of validity of adiabatic propagation schemes based on localized versus delocalized basis states are also outlined. Nontrivial dynamics for superposition states propagating through split potential structures is investigated through numerical simulations. For superposition states the influence of longitudinal wave-packet extension on the localization is investigated and shown to be accurately described in quantitative terms using the adiabatic formulations presented here.
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I. INTRODUCTION

During the past few years, manipulation of confined matter waves has experienced a remarkable progress, both due to the development of laser cooling and trapping of neutral atoms [1,2] and progress in lithographical fabrication of nanostructures for ballistic electrons [3]. In the channeling regime of these experiments, the dynamics will be propagation of matter waves in, possibly multiple, tightly confined wave guides.

Several techniques have been utilized [4] for guiding neutral atoms, among them magnetic confinement both inside hollow glass tubes [5] and above current carrying wires [6], permanent micromagnets [7], light force trapping [8], with microfabricated optics [9] and various other schemes based on the interaction of electromagnetic radiation with atoms. In Ref. [10] the splitting of a thermal atomic cloud above current carrying wires of millimeter size was demonstrated and in Ref. [11] a similar experiment was performed using microfabricated conductors. The creation of Bose-Einstein condensates (BECs) in microfabricated structures was reported almost simultaneously by two groups [12,13] and has since been reported by several groups [14,15]. In addition, coherent transfer of a BEC into waveguide structures has been accomplished [16,17]. In Ref. [18] the splitting and propagation of a BEC in a microfabricated optical trap with interferometer structures was demonstrated. This experimental progress has created an interest in the phenomenology of localized quantum states propagating through various types of potential structures.

Interferometer experiments depend directly on the wave nature of quantum mechanics and in such configurations are dominated by the nonclassical properties of material particles. The metrological advantage of using matter waves comes mainly from the increased sensitivity offered by the very short de Broglie wavelengths achievable using laser cooled atoms [19,20]. Several different setups for atom optical analog of well-known interferometric devices have been proposed and investigated in previous theoretical studies. In Ref. [21,22], waveguide interferometers based on magnetic trapping and a time-dependent bias field were described. The use of time-dependent currents to change the potential configuration was considered in Ref. [23]. The physics of an atomic interferometer in the multimode regime was investigated in Ref. [24]. Other works have investigated the nonlinearities due to many-body effects in atom optics, see, e.g., Ref. [25] and references therein. In Ref. [26] the behavior of a Tonks gas in an interferometer was investigated theoretically. The splitting-recombination regions were here treated by assuming that the physics of the splitting could be incorporated in boundary conditions of the quantum dynamics. In Ref. [27], the influence of weak nonlinearity on the merging of split atomic gases was investigated and shown to cause an instability of the transfer of population in the guided modes. Recently it was suggested that optical lattices could be used to transport atoms through split potential structures in order to achieve entanglement of neutral atoms [28].

Propagation of local excitation is also of interest in other physical systems. In communication technology, the progress of an optical pulse through guiding structures serves as the model system for both communication and computation applications. In femtosecond laser-induced dynamics of molecular processes, we have a well established area of research, where vibrational states propagate along electronic potential surfaces.

In confinement to atomic waveguide geometries with transverse dimensions around or below micrometer scales, the quantum nature of the atoms starts to dominate the dynamics. Propagation in such potentials will take place in the form of matter waves, we are in the regime of atom optics, and the phenomena can be used to explore new features involving the fundamental properties of quantum dynamics. Work is in progress to create the atom optical analog of standard optical components relying on waveguide structures. This development is partially spurred by the possibili-
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ties to utilize matter-wave guides for quantum logic [29] using controlled collisions of neutral atoms [30].

When the essential physical phenomena are of short duration, they are best understood in the time domain [31]. This is true even when the Hamiltonian contains no time dependence. To simulate realistic systems, one needs to consider many degrees of freedom, which makes the numerical work difficult and in many cases well beyond the resources of even the most powerful modern computers. Due to the exponential growth of Hilbert space with the number of degrees of freedom, well known in quantum information theory, the amount of data to be processed increases exponentially with the number of dimensions. Any method which reduces this number is extremely interesting and will find uses in diverse areas. The use of separated channels or modes offers such an approach, but this requires certain adiabaticity assumptions to hold. In the lowest approximation, the center of the wave packet may be assumed to progress along the classical minimum of the potential valley. The transverse curvature is taken to provide a confining potential around this.

In our previous works, the limitations due to mode coupling were examined both for single waveguides [32] and split potentials [33], and it was shown that the breakdown of adiabatic following of the transverse modes was connected to the intrinsic diffraction of matter waves. The connection with diffraction was shown also for the transition from adiabatic propagation to free expansion [34]. The occurrence of reflection of guided matter waves was investigated both for single guides [35] and for split potentials [33]. In both cases considerable backscattering was found to occur in the adiabatic limit and in the case of single guides also in the transition to free expansion. In this work, we consider the channeled splitting of wave packets on two-dimensional potential-energy surfaces, the highest dimensionality comfortably available for numerical work at present. The propagating state is assumed initially to be localized closely along a single minimal path and subsequently propagated through a split of the guiding structure into two identical waveguides. An adiabatic basis of discrete eigenstates is used to reduce the complexity of the problem by reducing the time-dependent Schrödinger equation to a set of equations for closely coupled channels. When the physical parameters of the problem allow adiabatic propagation, the discrete basis states decouple, making it possible to model the system as a number of independent one-dimensional wave packets propagating in their respective potential structures. As such the model could apply to as well chemical reaction pathways and optical fiber communication [36] as mesoscopic structures [37], but we essentially have in mind the recently developed microstructures for confined atomic wave packets.

Interferometry depends on the splitting and recombination of matter waves together with local manipulations of the propagating states. It is thus important to understand the physics of matter-wave splitting in terms of localized states. Here we describe the dynamics using a unitary transformation acting on the propagating modes in order to create a basis with suitable localization properties. The formal framework used here is in many respects similar to hybridization in molecular physics [38] which is used to create localized electronic states. Propagation on potential surfaces with multiple minimal valleys also occurs in reactive scattering and many similarities between interferometric devices and branching in chemical reactions exist.

The question whether or not the longitudinal extent of a propagating quantum wave packet will give rise to any observable consequences has caused debate at times. Both experimental results utilizing neutrons [39] and theoretical arguments [40] in favor as well as criticism pointing to alternative interpretations [41] have appeared in the literature. We consider here the influence of longitudinal localization on the physics of wave packets propagating through split potential structures. This is in contrast to our earlier work [33] where the splitting was investigated solely in terms of the transverse eigenstates in order to derive adiabaticity criteria for propagating states. Here we wish to extend the adiabatic propagation schemes to include situations describing typical matter-wave interferometers. Due to the difference in the effective propagation equations, the physics around the splitting point is nontrivial also for coherent superpositions of different propagating modes.

The structure of the paper is as follows: Section II describes the system investigated and the separation of the wave function into distinct modes using transverse eigenstates of the potential-energy surface. In Sec. III, we describe a framework for adiabatic propagation in terms of localized modes obtained using a unitary transformation of the transverse eigenstates. Section IV discusses the case of propagation of coherent superpositions of transverse eigenstates and the influence of finite longitudinal wave-packet size. Finally, Sec. V summarizes the results of the paper and discusses the consequences for interferometric experiments and simulations thereof.

II. ADIABATIC PROPAGATION

Matter waves in potential microstructures evolve according to the time-dependent Schrödinger equation. In this work we study a two-dimensional system with stationary potential

$$i \frac{\partial \Psi(x,y,t)}{\partial t} = -\frac{1}{2} \nabla^2 \Psi(x,y,t) + V(x,y) \Psi(x,y,t).$$  (1)

Units are taken to be dimensionless unless otherwise stated; for further details on the consequences of this choice see, e.g., Refs. [32,34]. In the cases of interest here, the propagation will be along the minimal valleys of the potential-energy surface, which we can take to foliate into a continuum of transverse, bound one-dimensional potentials. We then assume that the time-independent Schrödinger equation can be solved in the transverse direction at each point along the minimal curve in order to obtain a set of eigenfunctions:

$$E_n(x) \eta_n(x,y) = -\frac{1}{2} \frac{\partial^2 \eta_n(x,y)}{\partial y^2} + V(x,y) \eta_n(x,y).$$  (2)

The transverse Schrödinger equation (2), which constitutes a Sturm-Liouville system, has a complete set of eigenfunctions \{ \eta_n(x,y) \}. These can be used in an ansatz together with a set

\[ \]
of longitudinal wave functions \{\varphi_n(x,t)\} yet to be determined. As these are taken to depend also on time, they determine the time evolution, both propagation along the minimal valley and the confined dynamics in the transverse direction. The total wave function is given by the expansion

$$\Psi(x,y,t) = \sum_{n=0}^{\infty} \varphi_n(x,t) \eta_n(x,y).$$  \hspace{1cm} (3)

We insert Eqs. (2) and (3) into Eq. (1), multiply by \eta_m(x,y), and integrate over the transverse coordinate, which is thus eliminated by the orthonormality of the basis set. We obtain the expression

$$i\hbar \frac{\partial \varphi_m}{\partial t} = -\frac{1}{2} \frac{\partial^2 \varphi_m}{\partial x^2} + E_n(x) \varphi_m + \sum_{n=0}^{\infty} A_{nm}(x) \frac{\partial \varphi_n}{\partial x}$$

$$+ B_{nm}(x) \varphi_n,$$  \hspace{1cm} (4)

where we have introduced the first order (or kinetic) couplings

$$A_{nm}(x) = -\int_{-\infty}^{\infty} \eta_n(x,y) \frac{\partial \eta_m(x,y)}{\partial x} dy,$$  \hspace{1cm} (5)

and the second-order (or potential) couplings

$$B_{nm}(x) = -\frac{1}{2} \int_{-\infty}^{\infty} \eta_n(x,y) \frac{\partial^2 \eta_m(x,y)}{\partial x^2} dy.$$  \hspace{1cm} (6)

Couplings (5) introduce velocity-dependent interactions. We have here assumed that the coordinate line given by \(y=0\), i.e., the origin of the transverse coordinate, does not curve as this will introduce further couplings between the different modes. Propagation of the longitudinal modes is governed by Eqs. (4), a system of coupled one-dimensional Schrödinger equations; these can in principle be solved directly, but in practice this procedure becomes cumbersome as it relies on solving the transverse problem and using the solutions thus obtained to calculate the coupling coefficients (5) and (6). In simplified treatments of matter waves in guiding potential structures, frequently only the ground state is included and the couplings to higher modes are neglected. Here we consider the propagation of wave packets guided close to the minima of a symmetric double-well (SDW) potential

$$V_{DW}(y,d(x)) = \frac{1}{2} \omega_0^2 y^2 + d(x)^2 - 2yd(x) \tanh[\omega_0 y d(x)].$$  \hspace{1cm} (7)

where \(d(x)\) is a parameter which determines the distance between the two minima, here taken to depend on the longitudinal coordinate \(x\). This potential allows us to determine the ground state exactly. At constant longitudinal coordinate, the transverse ground state for this potential is given by a sum of two identical Gaussians, each centered close to the minima of the two wells:

In Fig. 1 (a) a contour line of the potential given by Eqs. (7) and (9) with the parameters given by \(X=10\), \(\omega_0=1\), \(d_{max}=5\) is shown. The chosen equipotential level corresponds to distances twice the ground-state width away from the bottom of the wells. In (b) the transverse binding energies for the first two states are shown as functions of longitudinal distance. We see that the two transverse eigenenergies become nearly degenerate shortly before \(x=0\), resulting in a markedly increased tunneling time between the two wells. Units are dimensionless.

$$\eta_0(y,d(x)) = \left( \frac{\omega_0}{\sqrt{2(1+e^{-\omega_0 d(x)})}} \right)^{1/4}$$

$$\times \left[ e^{-(\omega_0/2)(y+d(x))^2} + e^{-(\omega_0/2)(y-d(x))^2} \right].$$  \hspace{1cm} (8)

and the ground-state energy is constant, \(E_0(d(x)) = \frac{1}{2} \omega_0\). In order to investigate the behavior of wave packets in SDW potentials the distance function was chosen as

$$d(x) = \frac{1}{2} d_{max} \left[ 1 + \tanh \left( \frac{x}{X} \right) \right].$$  \hspace{1cm} (9)

where \(d_{max}\) is half the asymptotic distance between the minima and \(X\) is a parameter which controls the extension of the region where the transition from a single guide to a double guide takes place. Twice the function \(d(x)\) strictly speaking only equals the distance between the minima for \(d=0\) and in the asymptotic limit of large separations. In Fig. 1 the potential given by Eqs. (7) and (9) with the parameters \(X=10\), \(\omega_0=1\), and \(d_{max}=5\) is shown together with the transverse binding energies for the two lowest states. These two states become degenerate with respect to energy for large interwell distance function \(d(x)\). The behavior of the transverse eigenstates as functions of longitudinal distance can be seen in Fig. 2, where the same parameters as in Fig. 1 were used.

In Fig. 3 the magnitudes of couplings (5) and (6) are shown for the two lowest-energy eigenstates of the SDW potential used here. For a symmetric potential, the transverse eigenstates have definite parity. It is easily seen that taking the derivative with respect to the longitudinal coordinate pre-
FIG. 2. Mode structure of the two lowest-energy eigenstates (a) $\eta(x,y,d(x))$ and (b) $\eta(x,y,d(x))$. Shown is the probability density for the two transverse modes as function of both transverse and longitudinal coordinates. The two modes are seen to split into two distinct pieces each centered in one outgoing guide. Axes are in dimensionless units.

serves parity of the transverse states. As a consequence, the coupling matrix elements $A_{ij}(x)$ and $B_{ij}(x)$ vanish for transitions mixing odd and even states.

In our previous work [33], adiabatic propagation in the SDW potential given by Eqs. (7) and (9) was investigated. The magnitude of the nonadiabatic excitation, measured as probability transferred from the ground state to excited states during propagation through the splitting region, was found to depend on a single dimensionless parameter, the Fresnel number, named after the analogous quantity in classical optics [42]. Small Fresnel numbers correspond to the far-field zone, where the transverse distribution is determined by the contribution from a single Fresnel zone only. For a wave packet propagating in a splitting potential, the equiprobability lines traced out during the evolution will diverge and, given that the widening is not too rapid, adjustment to the new width will take place. Taking the potential to be changing over distances of the order of $L$, the Fresnel number for this situation is given as

$$N = \frac{z_R}{L} = \frac{1}{L\lambda \omega_0},$$

(10)

where $\lambda$ denotes the de Broglie wavelength corresponding to the longitudinal motion. Adiabatic propagation of wave packets in potential structures will take place when the changes are such that the Fresnel parameter is small. Thus the question is whether or not the changes occur over a length scale comparable to or larger than the Rayleigh length, which is the length a suddenly released beam requires in order to evolve into diverging at a constant angle determined by its momentum distribution. The length scale $L$ in the expression for the Fresnel parameter is, in classical, optics the distance over which a beam diffracts in width by about a factor of $\sqrt{2}$. Here a suitable choice is the distance over which the interwell distance separates to about

$$d(x_u) = \sqrt{2}\Delta y = \sqrt{2}\omega_0,$$

(11)

where $\Delta y$ denotes the width of transverse ground state. This is also the point, in the longitudinal direction, at which the central barrier height equals the ground-state energy. As a result, an assembly of classical particles with the same distribution of initial positions and momenta would here see a bifurcation in phase space. The value given by Eq. (11) alone does not suffice to estimate the length scale and a second point must be pinned down using some criterion of the type

$$d(x_j) \geq \Delta y.$$  

(12)

It turns out that the choice of lower end point is fairly insensitive to the exact details of criterion (12), probably due to the exponential character of the distance function. A suitable value is given by the point where distance between the wells was larger than about 1.001 times the ground-state width. The distance for potential changes is thus taken to be

$$L = x_u - x_j,$$

(13)

where $x_u$ and $x_j$ are defined above. With this choice of the length scale, the nonadiabatic excitation probability has been found to be a function of the Fresnel parameter only, regardless of the values of other physical parameters [33].
III. LOCALIZED PROPAGATION

In our earlier works, the investigation of adiabatic propagation was mainly focused around changes related to the diffractive spreading of matter-wave beams, this being equivalent to the case of wave packets propagating in potential structures of changing width [32]. For a potential-energy surface with a single minimal path, the idea of separation of the wave function is in principle unproblematic as the longitudinal modes propagate close to the minima.

For the case of splitting, considered here, such an approach neglects the process of dividing the transverse states into two separate halves by the raising of a central barrier. As the incoming transverse oscillator frequency in the potential used here coincides with the ones in the two outgoing guides, an alternative picture could be envisioned. It is possible to consider the incoming wave packet as being a superposition of two almost identical ones each to be guided along one of the two degenerate minima. In this case there are two approximately independent wave packets propagating in two waveguides curving in different directions away from each other. Nonadiabatic excitations would then be regarded as arising due to the longitudinal curvature of each guide.

For the case of symmetric potentials with split minima the transversally localized propagating modes are the transverse energy eigenstates of the binding potential in the region before the splitting. When the potential minima are far apart, the localized states are known to be given by linear combinations of pairs of energy eigenstates according to

$$\eta_{L,R}(y,d(x)) = \frac{1}{\sqrt{2}} [\eta_n(y,d(x)) \pm \eta_{n+1}(y,d(x))],$$

where the transverse quantum number \( n = 0, 2, 4, \ldots \). An adiabatic propagation scheme thus has to deal with the apparent conflict of continuously guiding energy eigenstates, which have definite parity and are localized in a single minimum, into states that are delocalized, when it is known that wave equations have localized propagating solutions. For the case of large constant separation between the waveguides, the propagation, Eq. (4), becomes separated into independent equations since the couplings depend on the spatial variations of the transverse eigenstates. As, in addition, the energy levels become pairwise degenerate, the propagation equations remain invariant under unitary transformations among the pairs of eigenstates. Two natural choices for basis states are transverse energy eigenstates or localized states. The latter will be the preferable choice whenever the individual potential wells are disturbed in a local fashion, for instance in an interferometric setup, as the influence from the other well is negligible.

The condition for adiabaticity in quantum dynamics is often formulated as a requirement that the internal time scale, in this case the transverse oscillation time

$$T_{osc} \sim 1/\omega,$$

should be shorter than the time scale under which the Hamiltonian undergoes considerable changes, here denoted by \( \Delta t \). For wave-packet dynamics in potential structures, the external time scale has to be estimated with great care or else the criterion might become a poor indicator of adiabatic evolution. For wave-packet dynamics in spatially changing potential structures, the diffraction criterion can be used as a means to estimate the allowable changes in a less ad hoc manner. In addition to the two time scales mentioned, the system under consideration here contains a third, the transverse tunneling time given by the energy split between ground and first excited states,

$$T_{tunn} \sim 1/\Delta E,$$

a function of the distance between the wells and the transverse oscillator frequency. As the ground-state energy is constant in the double-well potential chosen, the tunneling time is always larger than the transverse oscillation time:

$$T_{osc} \leq T_{tunn}.$$

Depending on the relative sizes of the three time scales, we can distinguish between different regimes. First, if the external time scale is the shortest,

$$\Delta t \leq T_{osc} \leq T_{tunn},$$

the dynamics will be nonadiabatic resulting in sizable excitation of higher transverse modes. The potential changes occur fast enough to result in the wave packet propagating with constant shape through changes. On times scales of the order of the oscillation time, the resulting changes start to be noticeable when transverse oscillations induced by the nonadiabatic transitions become visible. If both the oscillation and tunneling times are shorter than the external time scale,

$$T_{osc} \leq T_{tunn} \leq \Delta t,$$

the potential changes over length scales larger than the Rayleigh length and the dynamics evolves adiabatically with respect to the transverse eigenstates. Propagating wave packets thus behave as if composed of a single mode, although they might be split into two partially overlapping halves. For large separations, the tunneling time approaches infinity rapidly, as the two lowest states become degenerate in energy, and it might become larger than the external time scale:

$$T_{osc} \leq \Delta t \leq T_{tunn}.$$

In this case, transverse energy eigenstates will not be good adiabatic states that are followed, but the localized states, which to a very good approximation are single-well ground states, propagate adiabatically and couple weakly to the neighboring well only through the overlap which decays exponentially with the distance between the wells. To relate this with the adiabaticity criterion (10) from our earlier work [32,33] we first note that the time scale for the potential change can be estimated as

$$\Delta t \approx \frac{L}{k_x} \approx L \lambda,$$
where the length \( L \), both for single guides and potential splittings, is related to the transverse change of the guided state and has to be chosen as described in Sec. II. To estimate the tunneling time (16), we use the fact that the energy difference between the first two transverse states approximately was found to be

\[ \Delta E = \omega_0 \exp(-2 \omega_0 d^2). \]  

(22)

Using Eqs. (21) and (22) in Eq. (20), we find

\[ \exp(-2 \omega_0 d^2) \leq N \ll 1, \]  

(23)

where \( N \) is the Fresnel parameter as defined by Eq. (10). If both conditions in Eq. (23) are met, then the error due to nonadiabatic excitations will be limited by the intrinsic diffraction of matter waves as described in Ref. [32]. As the well separated guides may each go through very different evolution, it is not meaningful to talk about the transverse eigenstates of the total potential as being the adiabatic states that are followed. Problematic situations emerge, for instance, in the case of differing path lengths between the guides in a Mach-Zender interferometer or propagation at right angles or even backwards after a 180° bend.

In order to construct a localized propagation scheme for the two lowest transverse states, we take our modes to be linear combinations depending on the longitudinal coordinate. In order to preserve orthonormality, we choose the states to be transformed to the new localized basis through a unitary transformation:

\[ \begin{bmatrix} \eta_L(x,y) \\ \eta_R(x,y) \end{bmatrix} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \eta_0(y,d(x)) \\ \eta_1(y,d(x)) \end{bmatrix}, \]  

(24)

where the transformation angle \( \theta(x) \) is chosen in such a way that the new basis states at all positions along the waveguide are localized in each well in the sense that the expectation values of the transverse coordinate taken with respect to either state will equal the positions of the two Gaussians which constitute the ground state

\[ \langle \eta_{LR} | y \rangle \eta_{LR} = \pm d(x), \]

(25)

where the signs were chosen in order to localize \( \eta_L \) in the left minimum, i.e., at negative transverse coordinate values. This corresponds to the lower well in Figs. 1 and 2. Using Eq. (24) in Eq. (25) we arrive at

\[ \theta(x) = \pm \frac{1}{2} \arcsin \left( \frac{d(x)}{y_{01}} \right), \]

(26)

where \( y_{01} \) denotes the dipole matrix element between \( \eta_0 \) and \( \eta_1 \). The spatial variation of the transformation angle \( \theta(x) \) can be seen in Fig. 4. For small values of separation \( d_{\text{max}} \), the angle \( \theta \) will be close to zero whereas for large separations it will approach \( \pi/2 \) as the localized states approximately will be given by Eq. (14). The structure of the localized modes can be seen in Fig. 5 for the split potential used in this work. For the mode which equals the transverse ground state for large negative values of the longitudinal coordinate there is little change in the transverse size or other properties along the propagation direction. For the other mode, however, the node around \( y = 0 \) seems to disappear as the transverse shape after the splitting is close to that of a Gaussian localized in the two lowest transverse states, we take our modes to be linear combinations depending on the longitudinal coordinate. In order to preserve orthonormality, we choose the states to be transformed to the new localized basis through a unitary transformation:
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where \( y_{01} \) denotes the dipole matrix element between \( \eta_0 \) and \( \eta_1 \). The spatial variation of the transformation angle \( \theta(x) \) can be seen in Fig. 4. For small values of separation \( d_{\text{max}} \), the angle \( \theta \) will be close to zero whereas for large separations it will approach \( \pi/2 \) as the localized states approximately will be given by Eq. (14). The structure of the localized modes can be seen in Fig. 5 for the split potential used in this work. For the mode which equals the transverse ground state for large negative values of the longitudinal coordinate there is little change in the transverse size or other properties along the propagation direction. For the other mode, however, the node around \( y = 0 \) seems to disappear as the transverse shape after the splitting is close to that of a Gaussian localized in the two lowest transverse states, we take our modes to be linear combinations depending on the longitudinal coordinate. In order to preserve orthonormality, we choose the states to be transformed to the new localized basis through a unitary transformation:

\[ \begin{bmatrix} \eta_L(x,y) \\ \eta_R(x,y) \end{bmatrix} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \eta_0(y,d(x)) \\ \eta_1(y,d(x)) \end{bmatrix}, \]  

(24)
the upper minimum. This change occurs just before $x=0$ as the upper half of the eigenstate is seen to grow into dominating the mode. The total wave function is now given by

$$\Psi(x,y,t) = \eta_L \phi_L + \eta_R \phi_R = \eta_0 \left[ \phi_L \cos \theta + \phi_R \sin \theta \right] + \eta_1 \left[ -\phi_L \sin \theta + \phi_R \cos \theta \right].$$

We thus see that writing the total wave function as a linear combination of two localized transverse modes is equivalent with transforming the longitudinal modes according to

$$\begin{bmatrix} \phi_0(x,t) \\ \phi_1(x,t) \end{bmatrix} \rightarrow \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \phi_0(x,t) \\ \phi_1(x,t) \end{bmatrix}.$$  

If we now use ansatz (28) in the time-dependent Schrödinger equation and project away the dependence on the transverse coordinate, we arrive at the propagation equations for the localized modes

$$\begin{align*}
i \frac{\partial \phi_L(x,t)}{\partial t} &= -\frac{1}{2} \frac{\partial^2 \phi_L(x,t)}{\partial x^2} + E_L(x) \phi_L(x,t) + W \phi_R(x,t), \\
i \frac{\partial \phi_R(x,t)}{\partial t} &= -\frac{1}{2} \frac{\partial^2 \phi_R(x,t)}{\partial x^2} + E_R(x) \phi_R(x,t) + W \phi_L(x,t),
\end{align*}$$

where the potentials and the off-diagonal coupling are given by

$$\begin{align*}
E_L(x) &= \cos^2 \theta \left[ E_0(x) + B_{01}(x) \right] + \sin^2 \theta \left[ E_1(x) + B_{11}(x) \right], \\
E_R(x) &= \sin^2 \theta \left[ E_0(x) + B_{01}(x) \right] + \cos^2 \theta \left[ E_1(x) + B_{11}(x) \right], \\
W(x) &= \sin \theta \cos \theta \left[ E_0(x) + B_{01}(x) - E_1(x) - B_{11}(x) \right].
\end{align*}$$

We have here neglected the spatial variation of the transformation angle $\theta(x)$ in that its derivatives with respect to the longitudinal coordinate $x$ have been dropped. The dominating off-diagonal term is determined by $W(x)$ in Eq. (30) and this can be considered to give the coupling matrix elements to lowest order in the spatial derivatives of $\theta(x)$. In Fig. 4 the spatial variation of the transformation angle and its first and second derivatives are shown. The propagation equations for localized modes in a split potential thus have the form of a two-level system with spatially dependent energies, couplings, and velocity-dependent interactions. For large separations of the two minima, the level splitting rapidly goes to zero and all couplings can be neglected. When the distance function $d(x)$ is close to zero, the couplings are also negligible and the propagation is in the form of two independent modes. The framework defined here thus models the splitting of matter waves using basis states which are localized both in the single-guide region and in the double-guide region. In the splitting region localized propagation necessitates coupling between the two modes. For a quantitatively more accurate treatment, the terms dependent on the derivatives of the transformation angle must also be taken into account. In Fig. 6, snapshots of a wave packet initially in mode $\eta_L(x,y)$ which for large negative distances equals the ground state, are shown during propagation through a splitting region. Without any interaction between the two modes, the wave packet will be guided completely into the lower outgoing guide, completely unphysical result as the ground state mode is split equally between the two degenerate wells, as can be seen from Fig. 2. At the splitting, the interaction leads to the creation of a component in mode $\eta_R(x,y)$, which is channeled into the other guide. The dynamics for both modes is shown in Fig. 7. It is seen here that although the wave packet is initially completely in the mode $\eta_L(x,y)$, the interaction around $x=0$ causes a significant growth of probability in the other mode $\eta_R(x,y)$. For ground-state propagation, the expected result would be an equal split between the outgoing modes resulting in a probability transfer of $\Delta P = 0.5$ regardless of the longitudinal momentum $k_x$. Any deviations from this result come from numerical inaccuracies in the wave-packet propagation, failure to include enough couplings, or limited accuracy in the calculation of the coupling coefficients (5) and (6).

**IV. COHERENT SUPERPOSITIONS**

A fundamental law of quantum mechanics is the superposition principle, which can give rise to interesting new dynamics through the interference of quantum states. The linear combination given by Eq. (14), i.e., an equal superposition of two energy eigenstates, corresponds for the case of far separated potential wells to a localized state. Here we wish to investigate the dynamics of superposition states with limited spatial extent in the longitudinal direction, and take the ini-
tial state to be a general coherent superposition of equal amounts of ground and first excited states,

$$\Psi = \frac{1}{\sqrt{2}} (\eta_0 + e^{i\Delta \theta} \eta_1),$$

(31)

where $\Delta \theta$ denotes the relative phase between the states, a quantity that will evolve with time causing the probability distribution to shift in space. The states with extreme localization are given by

$$\Psi_{L/R} = \frac{1}{\sqrt{2}} (\eta_0 \pm \eta_1),$$

(32)

i.e., by taking the phase angle to be either $\Delta \theta = 0$ or $\Delta \theta = \pi$. If we calculate the expectation value of the transverse coordinate we have

$$\langle y \rangle = \langle \Psi | y | \Psi \rangle$$

$$= \left\langle \frac{1}{\sqrt{2}} (\eta_0 + e^{i\Delta \theta} \eta_1) \right| y \left| \frac{1}{\sqrt{2}} (\eta_0 + e^{-i\Delta \theta} \eta_1) \right\rangle$$

$$= y_0 \cos(\Delta \theta),$$

(33)

where $y_{01}$ denotes the dipole matrix element between the ground and first excited states, a quantity that approaches half the interwell distance for the case of well separated potential minima.

For a superposition wave packet of negligible extent in the longitudinal direction, the probability to go to the left or to the right will be given by the projection of the initial state onto transverse states localized in either well,

$$P_{L/R} = \left| \langle \Psi | \Psi_{L/R} \rangle \right|^2$$

$$= \left| \left( \frac{1}{\sqrt{2}} (\eta_0 + e^{i\theta} \eta_1) \right) \left( \frac{1}{\sqrt{2}} (\eta_0 \pm \eta_1) \right) \right|^2$$

$$= \frac{1}{2} [1 \pm \cos(\Delta \theta)].$$

(34)

We thus see that the probability to go to the left or right at the split is dependent on the relative phase between the two energy eigenstates. In the center of mass frame of a quantum particle, well localized in the longitudinal direction, traveling at constant momentum, the phase difference between the two states can be assumed to change over a small time interval according to

$$d\theta = \Delta E dt = \Delta E \frac{dx}{dt}.$$

(35)

This gives us for the total phase shift during propagation

$$\Delta \theta = \int_{x_i}^{x_f} \frac{\Delta E}{\frac{dx}{dt}} dx = \frac{C}{k_x},$$

(36)

where $x_i$ and $x_f$ denote initial and final positions in the longitudinal direction and the proportionality constant $C$ is in-
troduced for convenience. As the energy split $\Delta E$ goes to zero rapidly after the split, the phase shift slows down, indicating that the oscillation time between the wells, i.e., the tunneling time, becomes much larger than the oscillation period in each well. The dependence on the final position $x_f$ in Eq. (36) will thus be negligible given that the propagation has been taken beyond the splitting.

If the initial wave packet is spread out in the longitudinal direction, different parts will reach the split at different times thus having different local values of the relative phase $\Delta \theta$, possibly differing by large amounts. In Fig. 8 we see a coherent superposition wave packet propagating through a split. As the longitudinal momentum is low, a spatially periodic slicing of the wave packet into portions entering different outgoing guides is seen to take place. If several oscillations occur during the split, there will be approximately equal probability for the particle to go in either direction. In Fig. 9 the same splitting is presented as probability density in the transverse eigenstates as functions of time and longitudinal distance. It is seen that both modes propagate forward without noticeable disturbances. The only exception to this is the acceleration of the first excited mode around $x=0$ due to the release of additional energy as the transverse binding energies approach degeneracy. In Fig. 10 the splitting is shown in terms of localized modes in the same way as in Fig. 9. Here, however, in contrast to the previous figure, the periodic slicing of the wave packet is clearly visible in both localized modes. The localized mode picture thus has the ability to reveal information hidden in the relative phases of superposition states.

If we want a wave packet to go into only one of the outgoing guides and, in addition propagate adiabatically, there are several conditions that will have to be fulfilled. First, the wave packet must not conduct a full transverse oscillation as it propagates a distance corresponding to its longitudinal spread,

$$\frac{\Delta x}{k_x} \ll \frac{2\pi}{\omega_0}. \quad (37)$$

Second, the wave packet should not spread out too much during the split as this will cause the first condition to be broken. We require that the time it takes to propagate through the split should be much smaller than the time of spreading in the longitudinal direction,

$$\frac{L}{k_x} \ll \Delta x^2. \quad (38)$$

If the atoms are kept in an optical lattice in the longitudinal direction, as suggested in Ref. [28], requirement (37) is no longer needed as there is no dispersion broadening the distribution. Instead an adiabaticity condition for the longitudinal motion of the optical lattice has to be fulfilled if the atoms are to remain in the localized ground states of the optical lattice. Finally, the propagation should take place with negligible nonadiabatic excitation

$$\frac{1}{L\omega_0\lambda} \ll 1, \quad (39)$$

where $\lambda$ is the longitudinal de Broglie wavelength. Combining Eqs. (37)–(39) we have

$$\frac{\Delta x}{k_x} \ll \frac{1}{\omega_0} \ll \frac{L}{k_x} \ll \Delta x^2. \quad (40)$$
If all the conditions included in Eq. (40) are fulfilled, we expect the wave packet to exit the splitting region predominantly in only one of the outgoing guides. In order to estimate the amount exiting in the left guide, we calculate an average of \( p_L(\theta) \) taken over the initial wave packet extended in the longitudinal direction as

\[
P_L = \int_{-\infty}^{\infty} |\varphi(x,0)|^2 p_L(\theta(x)) \, dx,
\]

where the initial probability distribution is taken to be Gaussian,

\[
|\varphi(x,0)|^2 = \frac{1}{\sqrt{2\pi\Delta x}} \exp\left(-\frac{(x-x_0)^2}{2\Delta x^2}\right),
\]

with an initial width \( \Delta x \) and initial position \( x_0 \). If the initial position is far from the splitting region and the wave packet is sufficiently localized at \( t=0 \), we take

\[
\Delta \theta(x+X) \approx \Delta \theta(x) + \int_x^{x+X} \frac{\Delta \theta(x) \, dx}{k_x} \approx \Delta \theta(x) + \frac{\Delta E}{k_x} X
\]

as an approximate expression for the shift of relative angle with increasing distance from the splitting region. Using Eqs. (34), (42), and (43) in Eq. (41), we can calculate the fraction of the wave packet, averaged over the initial distribution, exiting through the left guide after propagation as

\[
P_L = \frac{1}{2} \left[ 1 - \exp\left(-\frac{1}{4} \frac{\Delta x^2 \omega_0^2}{k_x^2}\right) \cos\left(\frac{C}{k_x}\right) \right],
\]

where the constant \( C \) is determined by Eq. (36) with \( x_i = x_0 \), in principle. In practice it turns out that the total phase is not given by a simple expression of this kind probably due to the nonuniform acceleration in the longitudinal direction around the splitting, which was ignored in the derivation of Eq. (44). In the discussion above, adiabaticity was implicitly assumed and the longitudinal spreading during propagation neglected. As a result, the maximal transverse localization into the outgoing guides depends, apart from an oscillatory factor, on the parameter combination

\[
\frac{\Delta x \omega_0}{k_x} \ll 1.
\]

This condition is also given by Eq. (37). This shows that localization in either outgoing matter-wave guide for a wave packet of finite longitudinal extent is determined by the number of transverse oscillations that are completed during passage through the splitting region.

This was tested by propagating wave packets initially prepared in a coherent superposition state through a potential splitting, varying the longitudinal momentum and observing the fraction of the wave packet entering the left (in Fig. 8 the lower) guide. The result is shown in Fig. 11. Open circles show the results from wave-packet simulation and the solid line is given by Eq. (44) where the constant \( C \) was used as a single fitting parameter. In the derivation above, the longitudinal momentum was taken to be constant during all of the propagation. In reality the excited-state component will be accelerated as the energy difference goes to zero after the split causing an additional phase shift neglected here. The expression given by Eq. (44) agrees well with the numerical results over the whole range of momenta used. For low momenta, there is a probability close to one-half of going into the left guide due to the periodic slicing of the wave packet, as illustrated in Fig. 8. For increasing momenta, the wave packet starts to get split asymmetrically as fewer oscillations take place during the splitting. The probability of going either way shows an oscillatory behavior with increasing amplitude, exactly as predicted by Eq. (44). For the limiting case of infinite longitudinal momentum, which is far beyond the adiabatic approximation, the relative phase between the components of the wave packet does not change at all and is also homogenous along the wave packet. The probability of the wave packet to exit in either of the guides should thus approach a constant value. This region lies beyond the momentum range presented in Fig. 8, and would from a computational point of view be very demanding to probe. We thus see that, given suitable initial wave packets are prepared, propagation through a potential splitting can be used to extract information about the longitudinal structure of matter waves.

V. DISCUSSION

We have investigated the propagation of guided matter wave in split potential structures. For well separated
waveguides it is intuitively appealing to model the dynamics as being in the form of wave packets propagating along independent potential minima. Under these circumstances, the wave packets are expected to be subjected to local adiabaticity conditions depending on how rapidly the local potentials change. When the potential foliates into a continuum of one-dimensional potentials, it is natural to use the transverse eigenstates provided by the transverse binding potentials. This becomes less intuitive when there are several degenerate minima, as the eigenstates in this case are delocalized and localized states. The choice of mapping the ground state nevertheless gives a unique mapping between the transverse and localized states. The choice of mapping the ground state to either the upper or lower guide does not influence the dynamics, only the representation of it. We feel that the criterion used here is a natural choice if the new modes are to be localized in either well. The framework described in this work should find uses in simulations of interferometric devices as the manipulations lead to phase shifts between separated parts of matter wave packets, which act as independent states sensitive mainly to changes in the local binding potential valley. This makes the transverse eigenstates unsuitable as a basis since they are unable to properly take local perturbations into account when the guides are far separated. Obviously the localized states given by Eq. (28) offer a better choice. In this picture, the effective dynamics is formally identical to that of two weakly coupled single waveguides, each being sensitive only to local perturbations. For these states adiabatic propagation is limited by the same conditions as those that apply to single waveguides. In the present work we only outline the formalism and show the equivalence with adiabatic splitting in terms of transverse eigenstates.

Traditionally the conditions for validity of the adiabatic approximation are stated in terms of the time scales over which the Hamiltonian describing the system changes. In our earlier work we found connections between adiabaticity and the diffraction of matter waves. This made it possible to express these conditions in geometrical terms borrowed from classical optics. In Sec. III the regimes of validity of adiabatic propagation schemes based on transverse eigenstates versus ones based on localized states were outlined using heuristic arguments based on the relevant time scales. Connections were also made to our earlier work in order to relate the different regimes to the adiabaticity conditions given by intrinsic diffraction of matter waves. It would be desirable to rather state the validity criteria in geometrical terms in a more stringent way than has been done here. It appears likely that such an approach would yield further insights into the fundamental understanding of how matter waves are split in potential structures.

The behavior of coherent superpositions of transverse eigenstates in split potential structures is nontrivial. The reason is that it involves the relative phase between the propagating states, a quantity possibly varying with spatial coordinate. The resulting probability distribution after the split is conveniently described using the localized states instead of the transverse states which are delocalized and thus conceal information in the relative phases. A superposition wave packet of finite extent propagating through a potential split will be divided between the outgoing guides depending on its longitudinal extent relative to the distance propagated during one transverse oscillation. Observation of any asymmetry between the outgoing guides for wave packets prepared in superposition states can thus reveal information about the longitudinal extent of the state, something not possible in interferometric studies as there are alternative explanations equally valid [41].